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Introduction

Whoever has been engaged in academic research, at least in the last decade, is 
well aware that participating in European calls is often a tall order. A good re-
search idea and a solid scientific network are both essential, and it is at times 
arduous to fulfill the calls’ specific requirements, because they often overstep 
the boundaries of individual disciplines.

Those are worthy moments that, besides being useful exercises, also allow a 
genuine discussion among scientific areas that usually do not overlap. The results 
of interdisciplinary transactions can be thrilling and their energy, once properly 
channeled and focused, can generate think tanks on the specific subject.

This is the story of our last year. This book is the witness and the result 
of a path that begun with our application to the Cost Action 2018 and, most 
importantly, with the creation of a network in order to apply to the ETN Ma-
rie-Curie 2019 call.

The first step along this route was the “Data Driven Decision Making” 
workshop that took place in Pavia1 in October 2018. The aim of the workshop 
was to explore the different aspects of data-driven decision-making in the 
field of assistive robotics and its interaction with legal regulations. The ap-
plication of robotics, autonomous systems, and AI to medicine may improve 
the process of diagnosis, care, and even rehabilitation. These new complex 
technologies produce a huge amount of data that requires new statistical ap-
proaches such as Big Data Mining and Analysis. The workshop addressed 
these issues from a highly interdisciplinary perspective. 

Areas of application in medicine include Telemedicine (which allows the 
presence of immediate assistance to patients with chronic diseases living in 
remote places far from hospitals), Sensor technology (e.g. the electronic nose 
device that has received attention due to the applications in research and ap-
plied sciences), Surgical Assistants (i.e. remote-controlled robots that sup-

1 The workshop wouldn’t have place without the contribution of INROAd, University of Pavia.
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port surgeons in performing operations), Rehabilitation Robots (i.e. robots 
designed with the aim to improve motor functions including coordination, 
postural control, and mobility in the environment, also using virtual reality 
systems). All these systems imply the collection of a sizable quantity of data. 
Such big data accumulations can be then explored through algorithms that in 
turn produce evidence for further decisions: i.e. data-driven decision making. 

The aim of the Workshop was to establish the scientific common ground 
of the network and to gather adhesions to the research group in order to get 
prepared for the Marie-Curie call. The workday was so stimulating that an 
idea began to take shape in our minds: the contributions to the debate did not 
have to remain restricted to that particular moment, they had to become the 
body of an autonomous publication.

This is how this volume was born, which collects the ideas of Gabriel-
la Bottini, Stefania Basilico, Valeria Peviani, Frederike Seitz, Tamar Sharon, 
Paul Vogel, Nicolas Woltmann, Riccardo Bellazzi, Francesca Bellazzi, Fran-
cesca Lagioia e Giuseppe Contissa.

The result is, in our opinion (and within the limits of proceedings of a 
workshop), very significant for three reasons: 

1. Firstly, because it forced us to find a shared vocabulary among re-
searchers whose backgrounds are very distant. This is very useful, 
when a subject (such as data-driven decision making) raises issues that 
can best be addressed only through an interdisciplinary dialogue. 

2. Secondly, the high level of the contributions considered per se and as 
a whole.

3. The third point of strength of this work is precisely the network that 
has been created: researchers from several European countries were 
able to work together, regardless of their nationality and level of aca-
demic experience. 

All this work would not have been possible without the contribution of 
several people that we want to thank: Sofia Baggini, Andrea Carini and all 
the staff of the Research Office (Università degli Studi di Pavia), Prof. Andrea 
Belvedere, Rector of Collegio Ghislieri, the Director of the Department of law 
(Prof. Ettore Dezza) who hosted the meeting and the Presidents of the Center 
CHT (Prof. Riccardo Bellazzi) and ECLT (Prof.sa Silvia Garagna) who con-
tinuously supported the initiative. 

Pavia, December 2019 Amedeo Santosuosso – Giulia Pinotti



Science and Law in Big Data era: 
decisions, dilemmas and opportunities 
Amedeo Santosuosso, Giulia Pinotti

1. Why to focus on data-driven decision making

Some elements of the present technological landscape are clear and largely 
described. 

We are in the era of 4th industrial revolution, whose main characteristics 
are connectivity, distributed intelligence, industrialization of every process. 
Investments are mostly on cloud/digital infrastructure, with large capacity 
data centers and high-speed data communication. Different facets of such 
a reality are a) the Internet of everything, which includes the (let’s say “old”) 
Internet of things, i.e. the fast connection through cloud (and 5G in the next 
future) of services, industrial activity, hospitals and all aspects of smart cities, 
and the Internet of people, when the entities connected are humans; b) the 
huge quantity of data all these connections produce; c) Big Data analytics 
as a means for governing all this data and exploit them through the use of 
machine learning technologies, i.e. Artificial intelligence and data science. 

Of course, the fact that all these facets are part of a unique interconnected 
environment does not mean they are a unique thing. They can be explored 
and studied in different ways and the result will largely depend on the re-
search focus, e.g. if the connectivity or Artificial intelligence or social appli-
cations and so on. In our research1 we have decided to focus on data-driven 
decision-making, i.e. how all these technological developments affect the way 
we take decisions either in scientific research or in the social, ethical and legal 
domains. It seemed to us that exploring decision-making would allow one of 
the best interdisciplinary theoretical experience. 

In this paper we firstly outline the state of the art on big data and its op-
portunities in European documents, deserving some attention to the discus-

1 For the scientific environment of this research at the ECLT and CHT of the University of 
Pavia, see Introduction.
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sion about the kind of regulation to be introduced for new technologies. In 
the following paragraph, we describe some lines of research the data-driven 
revolution opens both in the scientific field of neuroscience (from the bench 
to health policies) and in law, as an autonomous field of big data research. A 
final conclusion stresses the opportunities and importance of an interdisci-
plinary approach.

2. The current debate on AI, big data and regulations 

Current times witness an unprecedented generation of amounts of data of 
different nature, also called Big Data. This ranges from an ever-increasing 
amount of data from social media and Internet and mobile applications, to 
the growing digitization of all human activities (books, legal archives and 
medical records), to multimodal sensors data collected by robots and dig-
ital assistants. Big Data have pushed technologies towards new paradigms 
for their collection, storage and analysis. In particular, big data analytics 
uses machine learning methods and tools extensively, which makes possi-
ble to examine large amounts of data, to uncover hidden patterns, to find 
correlations and to infer other insights. Big data analytics is also useful to 
design new automated and autonomous data-driven reasoning and deci-
sion systems.

An interesting picture of the field can be found in some documents and 
reports by European Union institutions and public-private actors about the 
so called “big data revolution”. 

First of all, the European Parliament, in its Towards a thriving data-driv-
en economy, stresses that in European countries and EU institutions it is 
a shared opinion that Big Data “has the potential to boost economic pro-
ductivity and improve consumer and government services; […] may bring 
more business opportunities and increased availability of knowledge and 
capital, as long as governments and stakeholders work together in a con-
structive manner”.2

In addition, the EU Commission delivered in 2017 a communication 

2 European Parliament, Towards a thriving data-driven economy, https://www.eesc.europa.
eu/en/our-work/opinions-information-reports/opinions/towards-thriving-data-driven-econ-
omy). See also the Big Data Europe project, and the activity of the Consortium of European 
Social Science Data Archives CESSDA https://www.cessda.eu.
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Building a European Data Economy3 where the importance of the huge 
amount of collected data is clearly underlined: “as the data-driven trans-
formation reaches into the economy and society, ever-increasing amounts 
of data are generated by machines or processes based on emerging tech-
nologies, such as the Internet of Things (IoT), the factories of the future 
and autonomous connected systems. […] The enormous diversity of data 
sources and types, and the rich opportunities for applying insights into this 
data in a variety of domains, including for public policy development, are 
only beginning to emerge. To benefit from these opportunities, both public 
and private players in the data market need to have access to large and di-
verse datasets”.4

Also, private actors and industries are aware of the importance of Big data 
tools: “the increased volume, velocity, variety, and social and economic value 
of data signal a paradigm shift towards a data-driven socio-economic model. 
The significance of data will only grow in importance beyond 2020 as it is 
used to make critical decisions in our everyday lives”.5

Of course this considerations have also undeniable consequences on the 
legislative activity: among the current legislative priorities and commitments 
to implement a connected Digital Single Market, the European Commission 
is working, closely with Member States and the independent Data Protection 
Supervisory Authorities, on the full application of the General Data Protec-
tion Regulation (GDPR), whose implementation is essential to ‘safeguard in-
dividuals’ fundamental right to the protection of personal data in the digital 
age’.

The European Parliament in its Towards a thriving data-driven economy 
“stresses that the processing of certain kinds of data, in particular personal 
data, falls under the scope of EU data protection law; urges, in this connection, 
the swift adoption of the Data Protection Package; […] Believes that more 
effort is needed with regard to the anonymization and pseudo-anonymiza-
tion of data as a precondition for creative data innovation and a major step 
in lowering market entry barriers for start-ups and SMEs; believes that up-
take technologies, including text and data mining, will be an important factor 

3 https://eur-lex.europa.eu/content/news/building_EU_data_economy.html.
4 See also the European Commission Project CORDIS- Data-driven decision making for a 
more efficient society. https://cordis.europa.eu/project/rcn/204374_en.html.
5 Big Data Value Association, European Big Data Value Strategic Research and Inno-
vation Agenda, Introduction, available at https://businessdocbox.com/Business_Soft-
ware/71308945-European-big-data-value-strategic-research-and-innovation-agenda.html.
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in deriving added value from open datasets; points out, however, that a clear 
distinction must be made between the processing of personal data and other 
kinds of data, and that technological solutions that are privacy-enhancing by 
design must be devised; […] Stresses that all the principles laid down in EU 
data protection law, such as fairness and lawfulness, purpose limitation, the 
legal basis for processing, consent, proportionality, accuracy and limited data 
retention periods, must be respected by Big Data providers when processing 
personal data; recalls, in this context, the opinion of the European Data Pro-
tection Supervisor on privacy and competitiveness in the age of Big Data”.6

2.1. Some remarks on the EU regulation and its potentially universal 
application

The technological global scenario is unquestionably dominated, in terms 
of investments and political power, by the USA and China. In a situation like 
this some interesting interstitial phenomena are emerging. 

European legal and ethical regulations are one of them. It is worth not-
ing that in the general present claim for regulating in some way Artificial 
intelligence and its application the European GDPR is considered a possible 
model for universal application and there is who (no matter how much this 
man is in conflict of interest)7 proposes to apply the GDPR to the United 
States, something that only few years ago was unimaginable. In addition, 
a recent document Guidelines For Trustworthy Ai the ETHICS High-Lev-
el Expert Group on Artificial Intelligence, appointed by the EU Commis-
sion, has suggested some ethical rules, which start from a not usual and 
interesting assumption: ethical AI should be lawful according to EU legis-
lation, which includes the Treaties of the European Union and its Charter 
of Fundamental Rights, the General Data Protection Regulation, the Reg-

6 European Parliament, Towards a thriving data-driven economy, cit.
7 Mark Zuckerberg, The Internet needs new rules. Let’s start in these four areas. The Wash-
ington Post, 2019 March 30. Other interesting interventions on the discussion about regula-
tion are Reed C. 2018 How should we regulate artificial intelligence? Phil. Trans. R. Soc. A 
376: 20170360. http://dx.doi.org/10.1098/rsta.2017.0360; Wendell Wallach; Gary Marchant, 
Toward the Agile and Comprehensive International Governance of AI and Robotics [point of 
view], Proceedings of the IEEE (Volume: 107, Issue: 3, March 2019 ); Yochai Benkler. Don’t let 
industry write the rules for AI; NATURE 01 MAY 2019, Nature 569, 161 (2019) doi: 10.1038/
d41586-019-01413-1 (Yochai Benkler is a law professor and co-directs the Berkman Klein 
Center for Internet & Society at Harvard University in Cambridge, Massachusetts).
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ulation on the Free Flow of Non-Personal Data and more, the European 
Convention on Human Rights and more. Well, all this legal traditionally 
considered overregulating stuff seems to have turned into the object of the 
(US and global) desire. 

The second example is given by the UNESCO recently delivered docu-
ment about the proposed Recommendation on rules to be applied to AI8. 
UNESCO claims the uniqueness of its perspective “thanks to its universal-
ity in membership and drawing on its multidisciplinary expertise”. And re-
ally the document develops some considerations about cultural minorities, 
multilingualism as a way of preserving cultural diversities, the effect of AI 
on arts and more. At the end the drafters conclude “It is not only desirable 
but urgent that measures be taken to set up a non-binding global instru-
ment in a form of a recommendation. A recommendation – considering 
its non-binding character and its focus on the principles and norms for 
the international regulation of any particular question – would be a more 
flexible method and better suited to the complexity of the ethical questions 
raised by AI”9. 

What seems to us worth noting is that the level of complexity of the pres-
ent technological turn is so high to leave room, beside the unquestionable 
superpower of US and China, to other entities and initiatives that can con-
tribute to a real debate about the future of the humanity. 

3. Lines of research 

Data-driven decision-making as a field of research both in science-tech and 
in the social (and thus ethical and legal) domains has just been opened and, 
despite the vast concern, is still largely unexplored in depth. 

8 UNESCO World Commission on the Ethics of Scientific Knowledge and Technology 
(COMEST), Preliminary Study On The Technical And Legal Aspects Relating To The De-
sirability Of A Standard-Setting Instrument On The Ethics Of Artificial Intelligence, Paris 
21 March 2019, available at https://unesdoc.unesco.org/ark:/48223/pf0000367422?posIn-
Set=1&queryId=3cbc48e0-b3bd-488e-879b-84c382cd577d. [one of the authors of this paper, 
A. Santosuosso is a COMEST member]. 
9 UNESCO World Commission on the Ethics of Scientific Knowledge and Technology 
(COMEST), Preliminary Study On The Technical And Legal Aspects Relating To The De-
sirability Of A Standard-Setting Instrument On The Ethics Of Artificial Intelligence, Paris 
21 March 2019, available at https://unesdoc.unesco.org/ark:/48223/pf0000367422?posIn-
Set=1&queryId=3cbc48e0-b3bd-488e-879b-84c382cd577d.
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3.1. Data-driven decision-making and neuroscience (bench, clinical setting 
and Public health)

A first line of research regards Big Data analytics and Data-driven deci-
sion-making and how they are changing decisional process in the field of 
neuroscience, from the bench (scientific research), to clinical settings and ul-
timately to Public health policies. These changes require a new scientific and 
professional conceptual frame and an integrated cross-disciplinary approach 
to the training of the future generation of researchers and professionals in the 
involved disciplines.

Neuroscience is a strategic scenario for scientific investigation relevant 
to human well-being and for hands-on interdisciplinary training. Neurosci-
ence research is based on the interaction between data-driven and knowl-
edge-driven decision-making. It also raises relevant challenges in the ethical 
and legal domains.

Neuroscience as a case study will allow early stage researchers to experi-
ence, first hands, the selection, use and integration of methodologies from 
different disciplines, e.g. combining technical skills (e.g. machine learning 
and data science methods) and neuroscience investigation techniques with 
legal and ethical methods.

A research like this requires the cooperation of physicians, neuroscien-
tists, researchers, engineers, computer scientists, ethicists and jurists, who 
should develop a strong interdisciplinary approach. A highly interdisciplin-
ary network of international experts is necessary in order to face timely and 
properly the several scientific, technological, ethical and legal challenges. A 
special attention should be reserved to the ability to make explainable to lay 
people even complex decision-making systems (algorithms). 

This line of research offers something traditional academic disciplinary 
partitions are not able to give to young researchers and professionals. We are 
in the need to create a new generation of scholars and professionals able to 
work in a highly technological environment and interact with experts having 
different backgrounds. On the other side this approach creates cross-sectorial 
training opportunity between industry, academia and public bodies.

3.1.1. Decisional processes in the era of Data-driven decision making

Decisions are currently distributed along the scale from rule-based decision 
making to statistical reasoning to machine learning and AI. As a matter of 
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fact, data-driven decision-making and traditional knowledge-driven deci-
sion making (such as rule-based systems) coexist in different combinations 
according to the fields of application, the situations and, largely, the availabil-
ity of data. However, this coexistence is not simply complementary, being the 
two systems different in kind, assumptions and inspiration. Are new ethical 
and legal paradigms necessary to tackle these challenges?

On the line from knowledge-based towards data-driven decision-making 
some well-known problems incrementally arise:

i. Biases in dataset. Quality and characteristics of the dataset used: where 
do data come from? How are they collected and selected?

ii. Biases in applied algorithms. Quality and characteristics of applied al-
gorithms. How do we deal with inherent human biases? Can or should 
this mimicking process remove human bias? What are the dangers of 
this process? How can a legal system safeguard the security and pri-
vacy of personal data needed to train such algorithms? Which is the 
current legal framework? Is the General Data Protection Regulation 
2016/17 an adequate tool?

iii. Explainability of AI produced results. The fact that these processes are 
not always transparent and explainable raises new ethical and legal 
(regulatory) challenges. This is true in many fields, such as in scientific 
research, where at least a relevant part of success appears to be in the 
hands of the researcher rather than relying on automatic processes, or 
in medicine, where diagnostic and treatment decisions depend on the 
accountability of the single medical practitioner or of a professional 
team. And this is true even for law, where public (administrative and/
or legislative) decisions have to be explainable, and ethics, where tradi-
tionally any decision process derives from an interindividual confron-
tation aimed at solving ethical dilemmas.

3.1.2. Neuroscience as an ideal case study on decisional processes

The Human Brain Project (HBP) is a notable example where new technolo-
gies have been applied for both, research on new models of brain functioning 
and clinics through the implementation of the so-called “Medical Informat-
ics Platform”. Moreover, clinical neuroscience now requires an ensemble of 
high-technology tools and devices to support diagnosis (from brain images 
to functional tests) and therapy (including tele-health and brain stimulation). 
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These technologies are generating “big data” that one may exploit to support 
hypothesis generation and decision-making. Machines already take a large 
range of decisions (from elementary programmed consequences of estab-
lished premises to more complex outcomes as a result of algorithms applied 
to datasets), together with human decisions. Human choices, however, are 
susceptible to the scenario of presentation and to emotional interference. 

Robotics and AI-equipped devices can be profitably used to deal with neu-
rodegenerative diseases, implying the collection of huge quantity of data and 
the exploration of such accumulation through algorithms which produce ev-
idence for further decisions (data-driven decision making). They are already 
largely in use: Telemedicine (which allows for the possibility of immediate 
assistance to patients living in remote places far from hospitals), Sensor tech-
nology (e.g. the electronic nose device that has received attention for research 
and applied sciences), Diagnostic Assistants (software tools designed to sup-
port diagnostic decisions, relying on AI-methods and able to automatically 
classify, for example, images), Surgical Assistants (remote-controlled robots 
that assist surgeons in performing operations), Rehabilitation Robots (de-
signed to improve motor functions including coordination, postural control, 
and mobility, also thanks to virtual reality systems), Research on the human 
brain. These advanced technologies facilitate diagnosis and treatment of pa-
tients with complex diseases that show a progressive reduction of autonomy, 
requiring progressively increasing assistance.

3.1.3. Research in neuroscience (the case of HBP)

Grounding on large data sets poses the problem of the access to them. Data 
derive from different sources and need to be categorized and selected. Diffi-
culties of access, in fact, depend on the different styles of data collection and 
also on the diverse human styles (several classifications, multiple scales and 
tests).

Data access thus requires a systematic approach organized in large and 
multilayered projects involving clinical, scientific, informatics, ethical and le-
gal components. A prototypical example of this is represented by the Human 
Brain Project (HBP), which also includes the Medical Informatics Platform 
(MIP). The MIP intends to act as a bridge between research in neuroscience 
and clinics and patient care. It implements data from different sources with 
the aim to provide the tools to improve our knowledge of the human brain 
and to identify the signature of diseases.
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This novel approach is deeply interdisciplinary and involves clinical, 
applicative and research aspects. It requires continuous updating and also 
a specific training of different professional figures. The application of new 
technologies with the aim to find solutions to complex problems in complex 
environments requires the acquisition of knowledge to provide a global vi-
sion of such complexity.

3.1.4. … to clinics: the case of neurodegenerative diseases

Dementia affects over 47 million people in the world, and induces depen-
dency and disability with huge social and economic impact (World Health 
Organization, 2016). There are different kinds of dementia, being Alzheimer’s 
disease (AD) the most common. Vascular dementia (VaD) and dementia 
with Lewy bodies (DLB) are also frequent. Frontotemporal lobar degener-
ation (FTLD) is frequent as well and has an early onset. The difficult dif-
ferential diagnosis among these conditions derives from the considerable 
overlapping of symptoms, although some diversity in the cognitive profiles 
also occurs. Furthermore, not only behavioral features, but also biomarkers 
and neuroimaging findings have become relevant for diagnosis, making the 
clinical process more and more complex. As a consequence, the definition 
of guidelines is problematic. Diagnosis of these diseases is typically multidi-
mensional; furthermore, different approaches do not always converge on the 
same conclusions on the pathogenesis and the treatment. Clinical decision 
support systems (CDSS) could provide a systematic way for helping clini-
cians in this complex diagnostic process. CDSSs for differential diagnosis of 
dementia were proposed since the 90s (Plugge et al., 1990, 1991). The case of 
dementia represents a big challenge also for research as it is a complex disease 
with no clear pathogenesis, no effective therapy and also involving relevant 
problems from the epidemiological and social point of view. Due to the high 
incidence of dementia, new approaches such as data mining and machine 
learning (Neural Networks, Support Vector Machines, Random Forest) may 
well contribute to our knowledge of different aspects of the relevant condi-
tions. These approaches are well suited to highlight hidden patterns in large 
data sets. As a matter of fact, a large variety of technologies are now tested in 
the area of home care and family/patient support, ranging from telemedicine 
(Marceglia et al, 2018, Piau et al, 2018) to assistive/social robots (Gongo-
ra Alonso et al, 2018). These technologies have “on-board” AI systems with 
some degree of autonomy that deals with many aspects of decision support, 
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from monitoring to surveillance. The balance between knowledge-driven 
and data-driven algorithms is a crucial aspect of the design and implementa-
tion of such systems.

3.1.5. …and, finally, to Public Health

The health information systems must generate, analyze and disseminate data. 
Due to a number of intervening variables, (depending for example on the his-
torical and economical scenario), this process is rarely systematic. This state 
of things determines important shortcomings in health management, with 
a general, diffuse inability to generate the data needed for a real progress in 
ameliorating the public health service. Solutions might come from the cre-
ation of a Health Information Network, in the frame of a EU and/or global col-
laboration. The case of neurodegenerative diseases is paradigmatic. Planning 
interventions is essential to: i) improve collective awareness; ii) improve diag-
nostic capabilities; ii) improve monitoring capabilities; iv) improve assistance. 

At the Public health level, several issues need to be addressed: what are 
the best strategies to collect data really relevant for decision-making, given 
the introduction and implementation of new technologies? Which princi-
ples should guide the algorithm implementation to analyze the data and to 
take the intervention decisions? What kind of modeling can be useful for this 
purpose? Are simulation and agent-based modeling proper tools to support 
decision making?

3.2. Rule-based and data-driven decision making: understanding the point

A further line of research is focused on how the use of big data analytics may 
affect the inner nature of law: i.e. law-making and application.

Data-driven decision-making originally is a use of analytics in business 
for the purpose of taking decisions based on verifiable data and achieving 
productivity gains. Nowadays, data-driven decision-making has moved to-
wards all social activities and is becoming a general model. The effects are 
sometimes positive and in other cases problematic.

All this calls for ethics and law as sources of regulation of these new tech-
nologies. However, ethics and law, while regulating big-data induced social 
phenomena, are, at the same time, challenged by the applications of Big data 
tools within their own areas. Namely, legal decision-making, as traditionally 
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based on rules (even though their nature may be different), is challenged by 
decision-making systems, which are based on data analysis. 

All this requires a deeper analysis and understanding of what is the real 
issue at stake.

Data-driven and rule-based decision-making systems have different pros 
and cons. The typical problem of data-driven decisions is the quality of the 
data gathered, its analysis and interpretation, so that whatever mistake and/
or bias in one of the steps can heavily affect the decision. 

The problem of decision systems based on rules is that being based on 
rules simply means that rules have been followed, whatever the quality and/
or efficiency of the taken decision. In any case, if applied to rule-based de-
cision-making systems, data-driven approach might produce some positive 
effects, such as a reduction of the arbitrariness of the starting point and of 
some critical decisional steps.

Points to be clarified are as follows:

• Rule-based decision-making is not synonymous of decision made 
in a legal way. Rule-based decision-making is a more complex field. 
In its proper and strict sense it is the way of deciding according to a 
written, clearly defined rule. Frederick Schauer, who is the author of 
a fundamental study on playing by the rules is very clear saying that 
“rule-governed decision-making is a subset of legal decision-making, 
rather than being congruent with it”10. According to his very demand-
ing definition, a decision taken by a legitimately appointed court ac-
cording to “best interest” of the child or of the patient, or the system of 
equity or the sentencing process (where an unlimited range of factors 
may play a role) are all legal decisions even though they are not rule-
based decisions, because of the nature and intrinsic quality of the rule/
criterion to be applied.

• In the broader field of legal+rule based decisions we can find also an 
important divide/opposition, such as legal formalism and realism, 
where the crucial point is that of the role the rules play in the decision: 
if they are the master and guide to establishing/distributing rights and 
wrongs or they are an ex-post justification of a decision taken accord-
ing to other (personal, political, social, emotional and more) reasons11. 

10 Frederick Schauer, Playing by the Rules: A Philosophical Examination of Rule-Based De-
cision-Making in Law and in Life, Clarendon Press, Oxford, 1991, p. 11.
11 Well-known advocates of the American legal realism are Edward. H. Levi (E. H. Levi, An 



Amedeo Santosuosso, Giulia Pinotti

20

• Data-driven is not equivalent of data-based decision-making, as if it 
were synonymous of evidence based in opposition to arbitrary deci-
sion.

• Data-driven decision-making means to decide accordingly to what 
emerges from the application of machine learning algorithms. Taking 
advantage of the “distinction between a forward and an inverse prob-
lem” (where the forward approach –from the model to the observable– 
is that used in experimental or quasi-experimental approaches), “the 
inverse approach is the heart of machine learning”, where “one uses the 
observables to build the model rather than using the model to assign 
causal weight to those observables”12. 

• In theoretical terms the question of the nature and interpretation of 
the results of algorithms is at the forefront. Following Kevin Ashley’s 
(2017) recent and detailed analysis of the situation, we can stress that 
“since a Machine Learning (ML) algorithm learns rules based on sta-
tistical regularities that may surprise humans, its rules may not nec-
essarily seem reasonable to humans. ML predictions are data-driven. 
Sometimes the data contain features that, for spurious reasons such 
as coincidence or biased selection, happen to be associated with the 
outcomes of cases in a particular collection. Although the machine-in-
duced rules may lead to accurate predictions, they do not refer to hu-
man expertise and may not be as intelligible to humans as an expert’s 
manually constructed rules. Since the rules the ML algorithm infers do 
not necessarily reflect explicit legal knowledge or expertise, they may 
not correspond to a human expert’s criteria of reasonableness.13”

• The question is how to combine the intrinsic nature of patterns emerg-
ing from legal analytics (and their limited explainability) and the right 
to explanation of public (and sometimes even private) decisions, which 
basic constitutional provisions recognize to humans.

Introduction to Legal Reasoning, The University of Chicago Press, Chicago-London, 1949) 
and Oliver W.Holmes (O.W. Holmes, The Path of Law, 10 Harvard Law Review 457, 1897). 
12 Daniel Martin Katz, Quantitative Legal Prediction – or – How I Learned to Stop Worrying 
and Start Preparing for the Data Driven Future of the Legal Services Industry, Emory Law 
Journal, Vol. 62, 2013.
13 Kevin D. Ashley. “Artificial Intelligence and Legal Analytics: New Tools for Law Practice in 
the Digital Age”, 2017, p. 111.



Science and Law in Big Data era

21

4. A path is open

Our aim was to give some examples of how many lines of research are pos-
sible in the freshly opened area of data-driven decision-making. It seems to 
us that a very preliminary exploration in the scientific and legal field shows 
the great potentiality in both areas with very promising interactions between 
different disciplines and approaches. 
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Data Driven Decision Making  
in Neuroscience: Pros and Cons
Gabriella Bottini, Stefania Basilico, Valeria Peviani

1. Introduction 

The amount of data produced and collected in many scientific environ-
ments is enormously increasing, posing problems related to their volume 
as well as to their extreme variety, which require a complex process of 
selection to be performed. Their volume and variety outstrip the limits im-
posed by canonical statistical analysis, that grounds on manual approaches 
and conventional databases. The cooperation among centres operating in 
different fields of science requires datasets to be shared and networking 
to be easily implemented. These processes are being facilitated by the ex-
ponential development of IT supplies. As a consequence, deeper statis-
tical analyses can be performed on such large datasets. Importantly, this 
multifaceted approach to data requires an ethical control to ensure safe 
data exchange in respect of the rules concerning i.e., privacy. Furthermore, 
to make informed choices and navigate within these complex data, con-
sumers need to be provided with easily available, accurate, and up-do-date 
information. However, the availability of such an abundance of data does 
not always result in a correct to information may represent a real dilemma 
for the consumers. In this regard, Big Data Mining and Analysis represents 
a new scientific field of research with numerous theoretical, applicative 
and ethical issues. 

There are a few scientific projects aimed at promoting the start-up of 
research structures, at helping neuroscience development and at consoli-
dating this new approach of data collection and analysis. One of the larg-
est is the Human Brain Project (HBP), funded by the European Union 
(https://humanbrainproject.eu). Among the aims of the HBP, there is the 
improvement of brain data sharing. Such project provides Medical Infor-
matics Platforms that are meant to allow the access to data collected from 
patients affected by several neurological diseases. Collecting data from 
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multiple sources aims at identifying some crucial signatures of diseases af-
fecting the central neural system. Considering the enormous amount of 
data (behavioural, neuroimaging, biological…), it becomes clear that the 
HBP should also provide a solid ethical control, since the big data analysis 
might eventually conduct to new theoretical models of diseases in a new 
societal context.

Generally, when accessing data from different sources, a major problem is 
the peculiar style of each data type (i.e. how the data are coded). Therefore, IT 
platforms need to overcome such diversities in order to provide clear infor-
mation and to develop new perspectives to address diagnostic and therapeu-
tic challenges. In other words, as H. Markram elegantly wrote, “Neuroscience 
is like the infant brain - it is flooded with data and theories but lacks the abil-
ity to bring them together in a unified view” (Kandel, Markram, Matthews, 
Yuste & Koch 2013). 

Coming to research on the brain, thus on its structure and functioning, 
an extended range of new technological, molecular and computational tools 
allows neuroscientists to record efficiently and accurately the neural activ-
ity as well as to map neural connections in the brain. Such tools strongly 
facilitate the understanding of correlations and interactions between neu-
ral systems and functions, even when complex behaviours, such as decision 
making, comes into play. This research approach has progressively led to the 
identification of different neuronal sub-populations, paving the way for the 
investigation of the features of each neuronal sub-population (i.e. mono or 
polymodal, differently responding to diverse stimuli). Such specificity allows 
to fragment complex behaviours in their elementary cognitive components. 
As mentioned above, the multi-layered research approach, from genetics to 
systems, produces a large amount of data extracted from different sourc-
es. Inevitably, the canonical statistical approaches apply several methods to 
process these data, providing results concerning distant fields of research. 
However, in order to understand the complex structures of the brain as well 
as its functioning in normal and pathological conditions, convergence of 
these different levels of research becomes crucial. Big Data mining and anal-
ysis may help, when managing large sample size, in understanding heteroge-
neities and commonalities across different sub-populations. For instance, in 
case of a limited sample, diverging datapoints are more likely to be marked 
as outliers, whereas working on larger samples allows to extract common 
features across many sub-populations even in case of large inter-individual 
variations. 
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2. The emblematic example of dementia

Dementia is a disease that is progressively increasing in prevalence (Prince 
et al. 2013). Epidemiological surveys on dementia address the following ele-
ments: 1) the descriptive element, for which ratios are calculated considering 
the communities and populations enrolled; 2) the analytic element, which 
attempts to explain phenotypic variations observed by the identification of 
risk factors. Dementia rates are growing at alarming proportion worldwide 
and are related to population aging (Prince et al. 2013). Dementia was esti-
mated by the Global Burden of Disease 2010 Study as the third leading cause 
of years lived with disability at global level together with other neurological 
diseases (GBD 2010, https://www.thelancet.com/gbd). So far, no cure is avail-
able for dementia, and its predicted increase will put the health systems as 
well as the caregivers of patients under an unprecedented pressure all over 
the world. Research on dementia is very active: the main purposes are di-
agnosing such disease in its very early stage before the brain is affected by a 
massive atrophy, as well as identifying specific therapeutic approaches. In this 
regard, the identification of biomarkers is a very promising field of research. 
Among these biomarkers, the protein tau, which is detected and quantified 
in the cerebrospinal fluid, is used as a marker of Mild Cognitive Impairment 
(MCI) that represents a very early phase of the Alzheimer disease (Vos et 
al. 2013a; 2013b; Petersen, Caracciolo, Brayne, Gauthier, Jelic & Fratiglioni 
2014). Meanwhile, considering the unmanageable social burden of dementia, 
research has been trying to identify Disease Modifying Therapies (DMTs) as 
ways of slowing the progression of dementia. However, it is very clear that 
DMTs generally produce very disappointing results (https://clinicaltrials.
gov in 2017; Canevelli, Bruno & Cesari 2017). Research has been also focus-
ing on defining specific genotypes and phenotypes. In relation to the latter, 
neuropsychological research aims at identifying sensitive and specific cog-
nitive tests, assessing memory and other functions, which might be able to 
detect early deterioration of such cognitive processes, as a predictor of the 
development of a multifactorial decline (Ismail et al. 2016). Taken togeth-
er, these observations suggest that dementia diagnosis is a multidimensional 
construct and that collecting data from different sources may increase the 
power of research programs at different levels. 

So far, the diagnostic approach to dementia is multidimensional. However, 
conclusions gained by different approaches are not always convergent. Fur-
thermore, the available clinical classifications of diverse mental declines are 
unsatisfactory, any attempt for new classifications is disappointing, pharma-
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cological and non-pharmacological treatments seem to be either ineffective 
or only partially effective in slowing the clinical progression of the disease. 

Integrative approaches to such a complex disease appear to be ideal in 
order to trace clearer diagnostic pathways, to provide less dispersive classifi-
cations, and finally to suggest adequate therapeutic protocols (Ienca, Vayena 
& Blasimme 2018). Big Data refers to enormous amount of data that can be 
analysed through novel mining techniques for different purposes. Such ap-
proach is related to the possibility for a large number of clinical and research 
centres to access to these resources. Big data can be structured, such as cog-
nitive tests’ scores, or non-structured, such as ecological variables. Dementia 
can be represented with a complex model involving genetic, biological, clin-
ical, behavioural and social components, all of them contributing to the di-
agnosis and the staging of the disease. This is the typical condition for which 
structured and unstructured data are both relevant to define the course of 
the disease. The combination of apparently divergent data may provide new 
interpretations of dementia. For instance, one of the typical problems when 
monitoring the course of dementia, which inevitably and progressively brings 
to a decreased autonomy of the patients, is the divergence between the close-
to-normal scores at standardized tests and the deteriorated performance of 
patients within the ecological environment. As a matter of fact, caregivers 
frequently complain of the progressive worsening of who they are taking care 
of together with the parallel increase of their burden. Clearly, any chance of 
exploring correlations between ecological factors such as spatial orientation, 
strategic skills and cognitive functions such as memory, attention and lan-
guage, would greatly facilitate the understanding of pathological behaviours 
in patients with mental decline, as well as the planning of specific neuropsy-
chological rehabilitation protocols. To summarize, considering the issue of di-
agnosing and treating dementia, two points could be made. On the one hand, 
the integration and correlation of large amount of information across large 
groups of patients have been used to achieve early detection of the disease, 
typically during the MCI phase. To this purpose, polycentric investigations 
have accessed and analysed data from multiple sources including neuroimag-
ing, by means of machine learning algorithms (Amoroso et al. 2017; Matho-
taarachchi et al. 2017; Souillard-Mandar et al. 2016; Koronyo et al. 2017). In 
some cases these studies successfully detected significant predictors of the 
evolution of dementia (Mathotaarachchi et al. 2017; Souillard-Mandar et al. 
2016). On the other hand, the combination of structured and unstructured 
data has been applied in order to achieve a better understanding of complex 
behaviours, such as decision making. However, there are a number of limits 
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of such approach. Firstly, the use of biological markers has been criticized 
since a relevant proportion of MCI patients - estimated between 8 to 31% - 
does not evolve in dementia, rather returns to the pre-morbid cognitive state 
(Canevelli et al. 2016 for a review). Secondly, when complex cognitive and 
behavioural variables are considered, the emotional aspects are often disre-
garded. Finally, how personal data should be handled is still a matter of de-
bate, as well as object of ethical discussion (Vayena, Gasser, Wood, O’Brien, 
Altman 2015). The prevalence of dementia seems to vary with clinical as well 
as cultural and socioeconomic factors. Interestingly, overall prevalence of de-
mentia turned out to be higher in developed countries. This phenomenon 
may reflect the different level of exposure to cerebrovascular risk factors like 
hypertension, smoking habit, obesity, and diabetes, across nations. It is evi-
dent that dementia is represented by a complex pathological model including 
clinical and societal variables that must both be considered when exploring 
the causes of this neurodegenerative disease. Clearly, managing big data will 
greatly contribute in this investigation (Ienca, Vayena & Blasimme 2018; 
Khachaturian, Meranus, Kukull & Khachaturian 2013). 

In summary, although Big Data Mining and Analysis represent powerful 
tools to clarify complex problems in Medicine and Neuroscience, its appli-
cation needs rigorous scientific, clinical and ethical protocols to be defined.

From the theoretical point of view, many serious diseases, including Alz-
heimer’s disease, schizophrenia, Attention Deficit Hyperactive Disorder, de-
pression, and anxiety, have been shown to be related to dysfunctions of brain 
connectivity networks. The outstanding question is how these diseases mod-
ify the brain. We are still very far from having understood the hierarchical, 
complex, functional organization of the brain. Advanced neuroimaging has 
largely contributed to such issue, providing great potential for the study of 
functional brain networks. The hypothesis is that new, advanced statistical 
methods applying data mining and machine learning, such Neural Networks, 
Support Vector Machines and Random Forests, can contribute to the integra-
tion and the understanding of the large amount of data concerning the brain 
collected from different sources. 
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AI in Healthcare.  
The avoidance of the infringements  
of rights and the interpretation issue
Frederike Seitz

1. Introduction

AI (Artificial Intelligence) and ML (Machine Learning) have begun to revo-
lutionize entire disciplines and triggered leaps in performance of many digi-
tal technology thanks to the growth of big data and computational power. So-
ciety is being transformed by this technological revolution and the impact of 
innovations already outpace ethical and legal discourse. Specially, the Health-
care and the Life Sciences sector was highlighted as one that promises to be 
most benefited by the adoption of Machine Learning and AI technologies at 
scale.1 The application of AI in Healthcare not only comes with great benefits 
for the patient but will also have a huge impact on the market. By 2021 it is 
expected that the growth of the AI health market will reach the $6.6 billion 
which is a compound annual growth rate of 40 percent2. 

Thus, the social and economic influence of the use of AI in Healthcare 
should not be underestimated and as the field is rapidly progressing, possible 
challenges need to be faced and discussed at an early stage. 

2. The driving forces behind AI in Healthcare 

To understand the challenges raised applying AI in Healthcare, it is inevitable 
to develop at least a basic understanding of the prime movers behind AI. 

The current driving force behind AI is Machine Learning, i.e. the idea 
that – like children – AI can learn from experience and thus data. Data is 

1 https://www.economist.com/science-and-technology/2018/06/07/artificial-intelli-
gence-will-improve-medical-treatments (last downloaded 18th November 2018). 
2 https://www.accenture.com/t20171215T032059Z__w__/us-en/_acnmedia/PDF-49/Ac-
centure-Health-Artificial-Intelligence.pdf#zoom=50 (last downloaded 18th November 2018). 
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therefore an indispensable prerequisite for the use of Machine Learning; it is 
intimately linked to Big Data. 

Broadly speaking, machine learning uses two main approaches to solve 
clinical problems: Firstly, “supervised learning”, which e.g. a patient´s health 
state based on some data (e.g. picture of skin to diagnose skin cancer).3 This 
type of approach is being very successfully implemented using current Deep 
Learning algorithms and can already outperform human clinicians in speed 
but more importantly in accuracy. Second, “reinforcement learning”, an area 
of machine learning inspired by reward-based learning psychology, which 
concerns itself with how software agents should take actions in an environ-
ment so as to maximize some notion of cumulative reward.4 These reinforce-
ment learning algorithms have been deployed in healthcare to either learn 
treatment policies from direct interaction with patients, e.g. for learning dos-
age adjustments of pharmaceuticals during a treatment5 but can also be used 
to learn from electronic healthcare records, so called “off -policy reinforce-
ment learning”, best practices across human clinicians’ decisions.6 

3. Big data and Healthcare – A cutout of possible risks and benefits 

The use of AI will give rise to disruptive changes in Healthcare.7 And, of 
course, there will not only be benefits, but also risks the people involved and 
also society will have to deal with. 

The possible fields of application of AI in Healthcare range from “research” 
to “end of life care”8. In “drug research”, AI might help to potentially cut the 
time to market for new drugs and their cost. In the context of “end of life care” 
it could help support clinical personnel, which opens up the possibility to 
spend more time with the patient.9 Without doubt, the increasing number of 
possible (fields of) applications is accompanied by the further development 
of many products that can be of great benefit to the patients.

3 Esteva & Thrun (2017). 
4 Aslund & Maurer (2018). 
5 E.g. Bothe & Faisal (2013).
6 E.g. Komorowski & Faisal (2018).
7 Jiang & Wang (2017) speak of a paradigm shift. 
8 https://www.pwc.com/gx/en/industries/healthcare/publications/ai-robotics-new-health/
transforming-healthcare.html (last downloaded 18th November 2018). 
9 Beck (2018).
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A major advantage of using AI is, that it can access a large amount 
of data and make decisions based on it. This promises to make it easier 
to diagnose rare conditions and diseases and identify the most promising 
treatments.10 

The possible sources of data seem to be endless. In particular, patients can 
make a decisive contribution here. This might be illustrated by “wearables” 
such as the Apple Watch: Apple Watch series 4 is now capable to produce an 
ECG which can be sent to the treating cardiologist for analysis.11 On the one 
hand, this has a decisive advantage for the patient himself. By monitoring 
his vital parameters and sending his data to the treating physician, possible 
illnesses can be prevented. On the other hand, given access to this data will 
help researchers analyze and draw conclusions from them. This shows that 
e.g. the Internet of things (IoT) allows that patients will play a major role in 
collecting clinically relevant data. The data might be used for prevention but 
also for the further development of possible treatments and improvement of 
the application of AI. 

The application of AI in the healthcare sector might not only be a great 
advantage for the advancement and use of personalized medicine. Because of 
the availability of the various data, researchers will easily assemble even more 
data because it will get even easier and cheaper.12 This inaugurates researchers 
from industry and academy to easily access the data and work with it. On the 
other hand, it is this easy access to the data that leads to problems. Due to 
the patients` possibility to collect and transfer data, he is getting more and 
more transparent which might provoke the misuse of data. One of the major 
challenges is therefore to take into account the right to informational self-de-
termination and the privacy of the patient. 

4. The patients’ right to life and right to health

Of course, the application of AI in Healthcare poses many other issues in sev-
eral areas, including privacy, regulation, commercialization, and other issues 
of intellectual property.13

10 Ford & Price (2016). 
11 https://www.apple.com/apple-watch-series-4/health/ (last downloaded 18th November 
2018).
12 Ford & Price (2016). 
13 Ford & Price (2016).
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But particularly in the Healthcare sector, questions have arisen regard-
ing possible risks to patients´ legal autonomy as well as his rights to life 
and to health. Every action and decision in the healthcare area indirectly or 
directly affects the life and the health of the patient. Thus, this sector can be 
classified as the most vulnerable one applying AI. As they are fundamental 
rights, the right to life and the right to health must be protected and damage 
be avoided. 

Therefore, more than in other fields of applications, the infringement of 
these legal and moral rights has to be prevented, in adequate balance with the 
interests of all other actors involved. For this reason, answers will have to be 
found with regard to liability and responsibility of all actors, including the 
question if an autonomous AI (Level 4 and above) is an actor. 

As the field is rapidly progressing, it is necessary to discuss and work on 
such AI approaches now because, first, it is to expect that future developments 
will enable AI technology to learn and reach conclusions autonomously. And, 
as the basis for the decision of an AI can change with constant data growth, 
it is at least conceivable that it able to learn its own decision parameters. To 
sharpen the thought, in addition to learning legal rules, the AI might also 
learn to circumvent them.

Second, these challenges arise already now, in situations where a physi-
cian´s diagnosis is largely influenced by AI technology, so called hybrid de-
cision-making14 which also ask for legally and ethically conscious program-
ming and training of AI.

5. Normative programming and the prevention of the infringement of 
the patients’ rights 

While AI has many broad applications, AI in Healthcare exemplifies and am-
plifies all the challenges of human and AI interactions. Specifically, in Health-
care medical decisions are not only increasingly influenced by the application 
of technology, but also by the need for normative evaluations15 and general 
adherence to existing legal requirements. But it is relevant for all other con-
texts in which AI will play a significant role. 

One condition for responsible behavior is to design AI technology in such 
way that it incorporates but also learns mechanisms to prevent legal and ethi-

14 Tzeng & Sheng (2017). 
15 Schramme (2016). 



AI in Healthcare

33

cal defendable decisions and be able to “explain” them and render them inter-
pretable.16 Another possibility could be seen in the use of “black box models”. 
But, according to the current state of development, it is not justifiable to use 
those models as the patients right to life and right to health are potentially 
endangered. 

This influence of adherence to legal requirements in the medical field can 
be illustrated by two examples: 

Example 1: Physicians are confronted by certain legal limits at diagnosis level. 
Within the context of a gene-analysis it might be discovered that a patient is suffering 
from Huntington`s disease. As this diagnosis is likely to have a serious impact in the 
patient´s mental state and social life, there must be an evaluation of the expected con-
sequences of informing him or her. One of the questions to answered as part of this 
evaluation is whether or not the patient should remain ignorant of his or her diagnosis 
per his “right not to know” (§ 9 Abs. 2 Nr. 5 German GenDG). 

Example 2: In the medical sector one is permanently confronted with the patients´ 
“advance health care directive”. Although this does not qualify as formal law, it must be 
part of any medical evaluation made. Should a patients´ advanced health care directive 
state that life-prolonging measures are not to be undertaken under certain circum-
stances, both the term “life-prolonging” and “certain circumstances” should be clearly 
and unequivocally defined in the specific case – often the patient would still accept 
such measures if they only are used for a very short time span to save his life during a 
surgery, e.g. the use of a heart-lung-machine. 

The cases illustrate that for AI technology to be successfully applied in 
Healthcare, a true AI must be able to learn, interpret and apply legal require-
ments and limits on a case by case basis, instead of having them hardcoded by 
a programmer. Only then the patient´s right to life and health as well as the 
legal requirements regarding responsibility can be satisfied. 

6. Normative programming and the interpretation issue 

Of course, normative programming of AI in different context of deci-
sion-making is already discussed intensively: “Ethics by design“ concerns 
the amalgamation of methods, algorithms and programming tools needed to 
endow AI with the capability to take into account the ethical aspects of their 

16 Explainable AI, Holzinger et al. (2017). 
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decision-making, as well as the methods, tools and formalisms to guarantee 
that its behavior remains within the given morals bounds.17 The “Legal Tech“ 
approach focusses primarily on an technology for the application of law and 
currently uses mostly supervised learning.18 

These approaches have not yet been able to adequately solve the problems 
that are expected to arise. The main point of contention when comparing law 
and ethics is, that ethics mostly depend on philosophical concepts, whereas 
law is based solely on a rigid framework of law texts, case law and academic 
opinions. Laws, by definitions, try to exclude vagueness and at the very least 
offer a frame of reference to approach novel situations. In contrast, by now 
only “simple legal questions” can be answered using “legal tech”.

This can be attributed to the fact, that legally correct decisions could be 
quite easily programmable if the analysis of an individual legal case can be re-
duced to a series of increasingly precise questions that can only be answerable 
by “yes” or “no”. But, as is generally know and shown by the examples, this is 
not the case: Legal interpretation cannot be reduced to binary codes. To the 
contrary, the interpretation of laws is defined by several factors, such as the 
syntax, semantics of language and the person interpreting.19 Also, it is influ-
enced by underlying premises and principles, a certain cultural background 
and of course the legal system itself.20 

Probably every legal system has its own interpretation methods.21 But 
still there are cases which cannot be solved unequivocally. However, tracing 
this back to the major role language is playing in law and legal interpreta-
tion22 would be in inadmissible simplification. Not only language but also 
law itself mainly depends, inter alia, on the person interpreting, his cultural 
background, his point of view and his interests. For example, if the “advance 
health care directives” states, that “life-prolonging measures” shouldn´t 
be undertaken, a Jehova´s witness might think of a blood transfusion as a 
“life-prolonging” measure, whereas an Atheist wouldn´t refuse such a reme-
dy. Therefore, it is likely that the recourse to language-based AI approaches23 
will not be sufficient to solve the challenges adequately. 

17 Dignum (2018); Verbeek (2006). 
18 Buchholtz (2017); Fiedler (1980); Hähnchen & Bommel (2018); Remus & Frank (2016).
19 Larenz (1991). 
20 Engisch (1963).
21 For further information concerning the German interpretative methods, see Larenz (1991). 
22 Stamper (1991). 
23 Bengio & Jauvin (2003). 



AI in Healthcare

35

Instead, a possibility to face these challenges could be an integrative ap-
proach, converging towards a problem from different perspectives – such as 
medicine, law, social and computer sciences. This might also be an opportu-
nity to provide a deeper understanding of law itself. 

7. Perspective 

The use of Artificial Intelligence has already changed the area of Healthcare 
and it is expected that it will undergo more fundamental changes. 

At the same time, it has opened up innumerable possibilities. The collec-
tion and evaluation of data can provide new insights into diseases and new 
- personalized - treatment methods might be developed.

Whereas in many areas of application of AI the question of responsibil-
ity is discussed, the use of AI in Healthcare comes with special and even 
more pressing challenges. If the AI fails in the area of Healthcare, it might 
be life-threatening or at least a health-risk for the patient. Therefore, the 
primary aim of the scientific approach must be the avoidance of legal in-
fringements. This not only raises the question of responsibility for a certain 
action: Even though AI in Healthcare may not yet replace physicians, there 
are human-in-the-loop-systems which are already applied. And even if the 
AI only supports, for example, the diagnosis of physician its decision is tech-
nically influenced. 

One condition for responsible behavior might be to design AI technol-
ogy in such way that it incorporates but also learns mechanisms to prevent 
legal and ethical defendable decisions and be able to “explain” them and 
render them interpretable. A major problem here, however, is that law is 
based, inter alia, on language which also needs to be interpreted. But as 
interpretation of law depends on many parameters, the question raised is 
whether the AI can be programmed or teached to make “one legal correct 
decision”. It is more likely, that new, integrative, interdisciplinary approach-
es must be developed converging towards a problem from different per-
spectives. 
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Data-driven decision making,  
AI and the Googlization  
of health research
Tamar Sharon

1. Introduction

The use of big data and artificial intelligence (AI) applications in the field of 
health and medicine is presenting exciting prospects for the future of dis-
ease detection, management of chronic conditions, drug discovery and even 
the delivery of health services. Machine learning in particular, one form of 
AI, has recently been shown to analyze images from radiology, dermatology 
and ophthalmology, to levels of accuracy that match clinicians’ own abili-
ties, thus successfully detecting diseases such as skin cancer, breast cancer 
and certain eye diseases (Esteva et al. 2017; Fogel and Kvedar 2018; Wise 
2018). As is often the case with technological innovation, a good dose of hype 
surrounds the implementation of AI in health, and specialists are pointing 
out that these technologies are coming up against many practical limitations, 
while introducing a host of new challenges. For example, there is still a lack 
of standardization and interoperability in digital medical systems. Clinical 
practice, furthermore, often involves complex judgments that draw on con-
textual knowledge and the ability to read social cues that AI is unable, at 
least currently, to replicate. And, as has been increasingly researched in the 
fields of law enforcement and banking, AI is vulnerable to biases that are 
reproduced in decision-making (Agniel et al. 2018), that can have important 
consequences in medical treatment. 

Yet even as the use of AI in health is at an earlier stage than the hyperbole 
surrounding it suggests, there is a strong desire among a number of stake-
holder groups to see these tools developed and implemented in the healthcare 
and medical research setting, beginning with policy makers at the national 
and supranational levels (see for example EC 2016, 2018). Because of this, 
the development and implementation of big data and AI in health is advanc-
ing more rapidly than the process of finding answers to the thorny ethical, 
legal and societal questions that it raises. These include the potential of AI to 
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make incorrect decisions and questions of accountability and responsibility 
in relation to them, effects on the role of healthcare professionals in practi-
tioner-AI-patient relationships, the potential for dehumanization of medical 
care, privacy concerns, and others (see for example NCB 2018; EGE 2018). In 
this paper, I focus on one under-researched dimension of what we might call 
this ethical predicament of AI and big data in health: the fact that the experts 
in AI and big data are not so much biomedical researchers and clinicians, but 
large technology corporations. As I will argue, this adds an additional set of 
ethical and societal concerns to the already complex issues surrounding the 
implementation of big data and AI in health that need to be addressed before 
innovation in medical research and healthcare practices solidify.

2. The Googlization of health research (GHR) 

The promise of big data and AI in health lies in the ability to capture many 
different types of data – messy, unstructured data that are also being gener-
ated outside of the traditional spaces of medicine – and to make sense of this 
data; to make it actionable. In this framing, healthcare and health science are 
reduced to a logistics process of data flows between scientists, practitioners 
and patients. And when health and medicine are framed as problems of ef-
fective management of complex data, experts in data management inevitably 
become experts in health. Thus, in the past few years, every major consumer 
technology corporation, from Alphabet to Apple, to Amazon, IBM, Ama-
zon, even Facebook, has moved decisively into the health and biomedical 
sector. These are companies that for the most part have had little interest 
in health in the past, but that by virtue of their data expertise and the large 
amounts of data they already have access to, are becoming important fa-
cilitators, if not initiators, of data-driven health research and healthcare. I 
call this new model of research the “Googlization of health research” (GHR) 
(Sharon 2016). 

GHR promises to advance health research by providing the technological 
means for collecting, managing and analyzing vast and heterogenous types 
of data. Apple’s Health app, for example, which all iPhones come equipped 
with since 2014, allows users to store user-generated health data from vari-
ous sources, including those generated by the iPhone. Since January 2018, it 
can now be used to integrate this data with users’ electronic health records 
in collaborating hospitals across the United States, turning the iPhone into a 
“one-stop shop” for personal health data (Farr 2017). In the research domain, 
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Apple’s ResearchKit platform allows researchers to carry out medical studies 
on iPhones by collecting data using the phone’s various sensors. Current-
ly, more than twenty studies including over 100,000 participants are being 
carried out using the ResearchKit, in collaboration with some of the world’s 
leading research institutes. Apple has also begun partnering with pharmaceu-
tical companies who see potential in the iPhone and Apple Watch for virtual 
“at home” trials (Vincent 2016). 

Like Apple, Alphabet is also exploring a number of channels for tying per-
sonal health-related data to biomedical researchers, and is developing new 
tools to capture and organize unstructured health data. Verily, its life sci-
ence branch, has recently launched an ambitious project to comprehensive-
ly “map human health” (Verily 2018). The “Project Baseline”, in partnership 
with Duke and Stanford Universities, will collect and analyze a wide range 
of genetic, clinical and lifestyle data on some 10,000 healthy volunteers over 
a period of four years, with the aim of creating a vast baseline dataset of hu-
man health, and to develop preventive treatments. Concurrently, Alphabet’s 
London-based AI offshoot, DeepMind, is eagerly seeking out medical appli-
cations for AI and deep learning, for the prediction of, amongst others, car-
diovascular risks and eye diseases based on retinal scans, medical outcomes 
of patients based on hospital data, and breast cancer based on mammogra-
phies (Poplin et al. 2018; Ram 2018). Google, Microsoft, Amazon and IBM 
have also begun packaging their cloud infrastructures as centralized genomic 
databases, where genomic researchers can store and run queries on genomic 
data. And most recently, a number of these companies have begun moving 
into the domains of employee healthcare and independent care centers, and 
health insurance (Muoio 2018; Wingfield et al. 2018).

As mentioned above, many of these techniques still have not delivered 
on their promises, all the while introducing a host of new challenges and 
limitations. Yet their potential remains promising, and places these corpora-
tions in a privileged position in the move towards the data-driven medicine 
and healthcare of the future. First, because personalized medicine requires 
linking various types of data, including the lifestyle and environmental data 
that can be generated by mobile devices. This is exactly what the Apple Re-
searchKit software allows researchers to do (Savage, 2015; Shen, 2015). Sim-
ilarly, the new data repositories and data analytics expertise offered by tech-
nology companies – from clouds to machine learning – promise to overcome 
the limitations of traditional tools used by universities and hospitals. Sec-
ond, because this new model of research may become paradigmatic of the 
multi-stakeholder, or “quadruple helix”, collaborations that are envisioned in 
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both Europe and the United States as a basis for the future knowledge econo-
my, that bring together academia, industry, government and civil society. The 
much anticipated “All of US” personalized medicine initiative in the US, for 
example, will include collaborations between the NIH, universities, private 
companies, and citizens. Google is already advising one of the pilot studies 
that is probing how to recruit volunteers.

3. New strains on informed consent and privacy protections

But this new model of research also raises a number of risks and challenges. 
The power of large-scale data analytics is the capacity to combine datasets 
from highly different contexts with relative ease. Data here becomes, and 
should be, perpetually available for repurposing. But this poses important 
challenges to the principle of informed consent, a pillar of medical ethics, 
which can no longer realistically capture the risks arising from unforeseen 
uses of a participant’s data. At the same time, advanced computational tech-
niques and data mining approaches developed in recent years make it possible 
to re-identify data that has been anonymized with increasing ease (Gymrek 
et al. 2013; Sweeney et al. 2013). Anonymity, in other words, which is often 
upheld as a means of ensuring privacy, can no longer be guaranteed in this 
context. This tension is further exacerbated in the context of research facili-
tated by commercial actors in several ways. First, consumer apps and devices 
that generate health-related data occupy somewhat of a gray area between 
the highly regulated medical domain and the less regulated consumer market 
(Lucivero and Prainsack 2015). Privacy and data protection legislation for 
health information in the EU and the USA does not necessarily apply to data 
shared in such devices, nor to personal health data shared by an individual 
voluntarily in a social network or with a third party. Thus, some commenta-
tors have suggested that the presence of tech firms in health-related data col-
lection and research is fertile ground for new forms of corporate surveillance, 
whereby personal health data may be sold to third parties such as advertisers, 
insurers and employers (Olson 2014; Zang et al. 2015).

Contextual approaches to privacy are helpful for understanding how pri-
vacy is challenged here. The legal philosopher Helen Nissenbaum (2010) for 
example, argues that privacy expectations differ depending on contextual 
circumstances: on the nature of the information, the type of relationship in 
which information is transferred and the uses to which it is put. Different 
norms, Nissenbaum maintains, exist for regulating information in different 
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contexts – be they medical, social or commercial. Thus, information shared 
with one’s doctor is not governed by the same contextual norms as infor-
mation shared with a colleague at work. Yet the ease of flow of information 
that is digital contributes to a transgression of contexts, in which individuals’ 
expectations of data privacy may be violated and through which they may 
become exposed to a-contextual interpretation. In the framework of medical 
research using digital data generated in non-medical contexts, then, there is 
a relatively high likelihood of context transgression.

A recent controversy surrounding a data sharing partnership between 
Google DeepMind and the NHS illustrates how some of these issues are al-
ready playing out. Announced in 2016, the collaboration between DeepMind 
and the Royal Free London, a NHS Foundation Trust, granted DeepMind 
access to identifiable information on 1.6 million of its patients in order to 
develop an app to help medical professionals identify patients at risk of acute 
kidney injury (AKI). Following an investigation, the Information Commis-
sioner’s Office (2017) ruled that this transfer of data and its use for testing the 
app breached data protection law. Namely, patients were not at all aware that 
their data was being used. Under UK common law, patient data can be used 
without consent if it is for the treatment of the patient, a principle known as 
“direct care”, which the Trust invoked in its defense. But as critics argue, in-
sofar as only a small minority of the patients whose data were transferred to 
DeepMind had ever been tested or treated for AKI, appealing to direct care 
could not justify the breadth of the data transfer.

4. Innovating privacy protection

This is not to say that privacy breaches and ill-use of informed consent mech-
anisms will necessarily accompany a Googlization of health research. As these 
companies move into the highly sensitive domain of health data, they will 
need to adapt to the complex regulatory landscape of healthcare and medical 
research. What’s more, getting privacy right – certainly on the backdrop of 
heightened public scrutiny and mistrust of how large tech corporations han-
dle personal data, fueled by scandals like Cambridge Analytica – seems to be 
a priority for them moving forward in health. 

Apple, for example, has been proactive about clarifying its commit-
ment to protecting the privacy of participants in ResearchKit studies. The 
ResearchKit is designed so that data is collected on the iPhone but is not 
available to Apple. Instead, it is encrypted and sent to the researchers who 
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are conducting the study. Thus, the first five ResearchKit studies were de-
signed in collaboration with Sage Bionetworks (http://sagebionetworks.
org), a non-profit research organization that gathers the data collected on 
a participant’s phone, de-identifies and codes it, and hosts it on a platform 
where researchers can access it. Sage acts as a repository, or mediator here, 
between users’ phones and medical researchers. And while Sage is very open 
about the technical limitations of making data completely anonymous, they 
are positioning themselves as a trustworthy data-sharing facilitator. Anoth-
er example of the importance of privacy in GHR collaborations is one of 
Verily’s current research projects on Parkinson’s disease, in partnership with 
Radboud University Medical Center in the Netherlands. The Personalized 
Parkinson’s Project (https://verily.com/projects/precision-medicine/person-
alized-parkinson-project/), which will track 650 patients with early Parkin-
son’s disease over two years, is collecting a vast array of multidimensional 
data including brain images, DNA, spinal fluids, clinical data and data col-
lected by a high-tech wrist watch developed by Verily that will gather phys-
iologic and environmental information on subjects, including things like 
movement, pulse, and ECG. Here too, the importance of patient confiden-
tiality as a condition of success has been foregrounded from the beginning 
of the project design. From the outset, the question of how to securely store 
all this data and share it with other projects that are exploring Parkinson’s 
(one of the aims of the study), was entrusted to a group of digital securi-
ty specialists at Radboud University who developed a novel privacy-pro-
tection-by-design framework for the project that works via encryption and 
pseudonymization (Verheul and Jacobs 2017). 

5. Thinking beyond privacy

It is not unreasonable to expect, then, that GHR projects may implement 
better data protection mechanisms than traditional, public research using 
multidimensional data and advanced data analysis. But privacy and patient 
confidentiality may be only one of the challenges that a move towards this 
new model of research entails. Just as important are questions about the value 
of personal health data and publicly-generated datasets, and what market ad-
vantage is conferred to commercial entities who can access them and develop 
treatments and services based on this access (Sharon 2016). The DeepMind 
controversy, for example, and the critical questions and discussions it engen-
dered (Powles and Hodson 2017; The Guardian view, 2017), are not limited 
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to the issue of privacy breaches and mis-construal of the category of “implied 
consent”. GHR also raises questions about the newfound role corporations 
that are already very powerful in other domains of human activity will begin 
to play in healthcare and research, and the new power asymmetries between 
corporations, public health institutions and citizens as data subjects, that 
may ensue. For example, how open will the datasets that these companies are 
compiling be? Will they be proprietary or publicly owned? What kind of me-
diating or gate-keeping role will corporations play in deciding who has access 
to these datasets and what criteria will this be based on? Also, what role will 
these companies begin to play in setting healthcare agendas? In the past, the 
monopolies given to drug companies via the patent system led to abuses. The 
same may become true of valuable insights derived from data that citizens, 
recast as participants in research, voluntarily give away, or datasets that pub-
lic institutions like hospitals allow companies access to. 

These are questions that concern collective and societal benefit, and that 
foreground a number of concerns that move beyond (just) privacy and in-
formed consent, including accountability, social justice, democratic control 
and the common good. It is paramount that these values find their way into 
new forms of regulation and governance frameworks for GHR type collab-
orations if we are to reap the benefits that GHR can produce for advanc-
ing medical research and treatments in ways that secure the public interest. 
Such governance frameworks should be able to establish checks and balanc-
es in regard to the responsibilities and control given to involved parties, in-
cluding commercial entities, public research institutions and patients. And 
further, they should be able to take into account who benefits from the use 
of health data and how, and to determine how value – financial or other 
– is shared and distributed between involved parties (including “society” 
at large). No one discipline is fully equipped to do this. Medical ethics, in 
its current form, is not broad enough to address many of these concerns. 
It may benefit from incorporating insights from non-medical legal frame-
works like anti-trust law. And further, from social science disciplines like 
critical data studies that draw on a political economy critique to address 
the development of new big data divides based on access to and ownership 
of data, technological infrastructures and technical expertise. The first step 
towards this should be an open conversation will all parties involved about 
what is at stake in the move towards data-driven, technologically-enabled 
personalized medicine – what values are served by it, what trade-offs it may 
entail, what is morally relevant and which final goals and conceptions of the 
good are worth being pursued. 
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A “right to explanation”  
for algorithmic decisions?
Paul Vogel

1. Introduction

In discussions about the legal hurdles facing the increased use of artificial 
intelligence (AI), academic debate has focused on civil and criminal liability 
for damage caused by AI. At the same time, however, data protection law also 
creates challenges to the increased use of intelligent systems and machines, 
i.e. machines which are capable of learning, and these challenges should not 
be underestimated. As a means of protecting fundamental rights1, data pro-
tection law is used to safeguard each individual’s general right of personality, 
and in particular, his right to determine what information concerning him 
is made available or known to parties in his surrounding environment.2 To 
this end, the law has in its arsenal procedures, mechanisms and rights, which 
apply to every processing of personal data within its scope, even if the data is 
handled not by a human processor but by a self-learning system.

2. The starting point: entry into force of GDPR

An impetus to increased interest in the data protection challenges associated 
with the use of self-learning systems, was the entry into force of the European 
Data Protection General Regulation (GDPR) on 24 May 2016. This Regulation 
has been applicable law in all Member States of the European Union and the 
European Economic Area since 25 May 2018, following a two-year transition-
al period. Due to the wide range of organisational duties placed on processors 
of data, and the significantly increased sanctions available for infringements, 

1 Simitis, Spiros, in idem (Ed.), Bundesdatenschutzgesetz, 8th ed. 2014, introduction para. 30: 
“Datenschutz ist Grundrechtsschutz”.
2 BVerfGE 65, 1 (43) – Volkszählung Case.
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society in general, and companies in particular, as processors of data, have 
become much more conscious both of issues related to the protection of per-
sonal data, as well as compliance with statutory data protection duties.

From the perspective of data protection law, the question therefore arises 
regarding the use of artificial intelligence, of which new or possibly more 
stringent duties GDPR imposes on AI users.

3. Algorithmic transparency as a challenge for the users of artificial 
intelligence

3.1. Overview of the problem

Significant reservations about the increasing use of self-learning systems or 
machines have been directed against the opaqueness of their decision-mak-
ing. In this regard, reference is made to the “black box nature” of ma-
chine-learning systems.3

Indeed, by looking at the source code, programmers and experts are able 
to understand the logic of the system, the algorithm architecture used, and 
the structure of the databases.4 However, how individual, concrete decisions 
are arrived at, is hardly accessible even to experts. This is particularly the case 
where multi-layered neural networks are used.

Intelligent systems constantly adjust the internal weighting of their vari-
ables to the feedback on their decisions during their training processes and 
also later during regular operations. As a result, factors that were crucially 
important for a particular decision at time point to can produce a completely 
different decision at time point t1.

5

This may give the person concerned the impression that he is simply an 
“object” of machine decision-making.6 If this were the case, these methodol-
ogies for processing information would massively infringe on data subjects’ 
general right of personality in German law, as well as on the right to informa-

3 Wischmeyer, Thomas, “Regulierung intelligenter Systeme” in Archiv des Öffentlichen Re-
chts 143 (2018), 1 (8).
4 Cf Wischmeyer op.cit. 2018, 47.
5 Ibid.
6 Regarding the use of algoriths by the state, cf. Martini, Mario & Nink, David “Wenn 
Maschinen entscheiden… – vollautomatisierte Verwaltungsverfahren und der Persönlich-
keitsschutz”, Neue Zeitschrift für Verwaltungsrecht-Extra 10/2017, p. 3.



A “right to explanation” for algorithmic decisions

51

tional self-determination arising therefrom, and would need to be dealt with 
and appropriately resolved on the basis this law.

3.2. Application scenarios with conflict potential 

It is conceivable that a data subject could feel like an “object” in various applica-
tion scenarios involving artificial intelligence. For example, one could imagine 
algorithms that assisted the judge in determining the sentence for a convicted 
person. This could be done by calculating the risk of reoffending by the accused 
on the basis of large numbers of cases and then making recommendations for 
the length of the offender’s sentence on that basis.7 The convicted person would 
normally be very interested in finding out what the specific reasons were for 
the software suggesting the imposition of a sentence of nine months imprison-
ment instead of six months, or a fine of 120 days’ wages rather than 80.

In contrast, a fully automated decision on a credit application is a much 
less dramatic event. Of course, where someone’s credit application is rejected, 
it is understandable for the applicant to want to find out why the algorithm 
classified him as a bad credit risk. The same applies to algorithms that are 
used by the HR departments of large companies in the pre-selection of job 
applicants. Such algorithms, for example, independently sort out unsuitable 
candidates at an upstream level before a member of staff of the human re-
source department ever gets a chance to look at their written applications.

These examples make it clear that even scenarios common in everyday 
life are made much more opaque to human participants through the use of 
learning algorithms. These scenarios make understandable affected persons’ 
unease at the risk of decisions being made “over their heads” that are no lon-
ger comprehensible for them.

3.3. A potential solution: a “right to explanation”?

In order to minimize this risk, legal instruments are being sought in academ-
ic legal literature to eliminate the dangers resulting from the opacity of algo-

7 One software package used by American courts is COMPAS (Correctional Offender 
Management Profiling for Alternative Sanctions). For discussion, cf., for example https://
www.theatlantic.com/technology/archive/2016/06/when-algorithms-take-the-stand/489566/ 
(19/10/2018).
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rithmic decision-making. Discussion focuses on the question of whether the 
current data protection law contains a “right to explanation”. If so, this would 
oblige operators of learning systems to inform persons affected by the deci-
sions of their systems about how the data processing result was arrived at.8

3.3.1. A possible legal basis for a right to explanation

A legal basis for such a right to explanation has been found in various places 
in GDPR by proponents of such a right. Thus at the beginning of the Regulation, 
in recital 71 sentence 4, it is stated that persons affected by automated decision 
making, within the meaning of Art. 22 GDPR, are entitled to an explanation:

Recital 71, sentence 4, GDPR
“In any case, such processing should be subject to suitable safeguards, which 

should include specific information to the data subject and the right to obtain human 
intervention, to express his or her point of view, to obtain an explanation of the deci-
sion reached after such assessment and to challenge the decision.”

Automated decision-making, within the meaning of Art. 22, exists where 
the data processing is exclusively done by machine, i.e. without any substan-
tive intervention by a human being and this processing is immediately trans-
lated into a decision.9 As an example of purely automated decision-making, 
recital 71 sentence 1 refers to the “automatic refusal of an online credit ap-
plication or e-recruiting practices without any human intervention” (cf. also 
section 3.2 above).

In its section on the rights of data subjects, GDPR contains various points 
indicating the existence of a right to explanation where decision making has 
been carried out by an automated system. Thus, for example, Article 13 para. 
2(f) of GDPR obliges the data controller to inform the person concerned of 
the existence of an automated decision-making process within the meaning 

8 For a strong argument in favour of the existence of such a right, cf. Goodman, Bryce & 
Flaxman, Seth, “European Union regulations on algorithmic decision-making and a ‘right to 
explanation’”, 2016, arXiv:1606.08813(v3), available at https://arxiv.org/pdf/1606.08813.pdf 
(19/10/2018).
9 Herbst, Tobias, “Automatiserte Entscheidungen im Einzelfall einschließlich Profiling” in 
von Lewinski, Eßer & Kramer (Eds.), DSGVO/BDSG: Datenschutz-Grundverordnung, Bun-
desdatenschutzgesetz und Nebengesetze, 6th ed. 2018, Art. 22 DSGVO para. 5.
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of Art. 22 GDPR. The Regulation also obliges the data controller to provide 
the person with information about the logic involved in the decision-making.

Art. 13 (2) (f) GDPR
“The controller shall […] provide the data subject with the following further infor-

mation necessary to ensure fair and transparent processing:
(f) the existence of automated decision-making, including profiling, referred to 

in Article 22(1) and (4) and, at least in those cases, meaningful information about 
the logic involved, as well as the significance and the envisaged consequences of such 
processing for the data subject.”

Similarly worded provisions can also be found in Art. 14 para. 2(g) and 
Art. 15 para. 1(h) GDPR, which stipulate the duties imposed on data con-
trollers to provide certain information. These provisions similarly state the 
informational rights of affected data subjects.

These provisions, the rather precise way recital 71(4) was drafted, and the 
generally very high level of protection of the rights of affected data subjects 
anchored in GDPR, lend support to arguments in favour of the existence of a 
comprehensive right to explanation for algorithmic decisions.

3.3.2. Arguments against a right to explanation

Although the wording of GDPR seems to indicate a clear slant in favour of 
the existence of such a right, cogent arguments do exist against a comprehen-
sive right to explanation.

3.3.2.1. A comparison with the previous law
Firstly, prior to the entry into force of GDPR, provisions with a similar word-
ing already existed. An example of this is Art. 12 (a)(3) of Data Protection 
Directive 95/46/EC10, which stated:

Article 12 Data Protection Directive – Right of access
Member States shall guarantee every data subject the right to obtain from the con-

troller:

10 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 
on the protection of individuals with regard to the processing of personal data and on the free 
movement of such data, OJ 1995, No. L 281, 31.
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(a) without constraint at reasonable intervals and without excessive delay or ex-
pense: […]

knowledge of the logic involved in any automatic processing of data concerning 
him at least in the case of the automated decisions referred to in Article 15 (1); […]

With regard to a right to explanation, the ECJ chose a cautious interpreta-
tion: According to its judgment in joined cases YS v Minister voor Immigratie, 
Integratie en Asiel (C-141/12) and Minister voor Immigratie, Integratie en Asiel 
v M, S (C-372/12), general information in an understandable form from the 
responsible entity would be sufficient to fulfill the legal duty to provide in-
formation.11 Thus, in the case of algorithmic decisions, the information pro-
vided could be limited to a brief statement on the general decision-making 
structure; in exceptional cases, the logical decision tree would need to be dis-
closed.12 A disclosure of the program code or the raw data, however, would 
not be required.13 It remains to be seen whether the ECJ will position itself 
differently with GDPR in force. However, due to the similar drafting of the 
respective provisions, that may be doubted.

3.3.2.2. A countervailing interest in business secrets, trade secrets and 
intellectual property
Furthermore, it should be noted that the legislation adopted as GDPR spe-
cifically restricts the right to information. Recital 63 sentence 5 states: “That 
right should not adversely affect the rights or freedoms of others, including 
trade secrets or intellectual property and in particular the copyright protect-
ing the software.” Algorithms are often at a minimum the intellectual proper-
ty of the programmer or the party contracting to have the code written, but 
they are often also business secrets.

Example: SCHUFA Decision of the German Federal Supreme Court14

In 2014 the German Federal Supreme Court heard a case in which an individual 
sought to obtain her credit score from the credit agency SCHUFA, after several pur-
chases on credit fell through due to a negative credit rating. From the information 
provided, according to the plaintiff ’s view, it was not possible for her to determine 
why she had received such a low credit score. She therefore sued SCHUFA to obtain 
detailed information on the basis for the calculation of the credit score. The Court 

11 ECJ judgment of 17/07/2014 para. 50 et seq.
12 Wischmeyer op.cit. 2018, 50.
13 Wischmeyer, ibid.
14 BGH, judgment of 28/01/2014, VI ZR 156/13 = BGHZ 200, 38.
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ruled that SCHUFA did not have to disclose its credit score algorithm because it was a 
protected trade secret. This precluded enforcement of the right to information under 
German data protection law.

According to this judgment, the interests of the owner of protected busi-
ness and trade secrets must be weighed against the interests of the data sub-
ject on a case-by-case basis. 

3.3.2.3. The factual benefit of comprehensive information
Furthermore, one could well ask the question of what benefit a comprehen-
sive right to explanation would have for the person concerned. “Being able 
to inspect the actual source code does not generate added value for the vast 
majority of people.”15 For this reason, it has been proposed that the infor-
mation, for which there is a duty of disclosure owed, be subject to a certain 
amount of recasting: the person responsible for providing the information 
ought to be able to describe the general mode of operation of the algorith-
mic decision-making process and at least name the factors contributing to 
the decision. This can be done in a way that this does not conflict with the 
protection of business or trade secrets.16 However, the recasting and sim-
plification of information related to the operation of a machine-learning 
system of inestimable complexity entails the risk that legal violations or 
discrimination committed by the algorithm will no longer be uncovered 
or recognized.17 This would make a right to receive an explanation largely 
worthless.

3.3.2.4. Interim conclusions
Finally, as a counter-argument, it is often suggested that human decisions can 
also be like black boxes.18 Not infrequently they are based on intuition or a 
gut feeling that even the person deciding either cannot explain or can explain 
only with difficulty. So, is it fair or expedient to place higher demands on 
machines than on human beings?

15 Martini & Nink, op.cit. 2017, p. 11, fn. 108.
16 Schwartmann, Rolf & Schneider, Adrian in Schwartmann, Rolf, Jaspers, Andreas, Thüsing, 
Gregor & Kugelmann, Dieter (Eds.), DS-GVO/BDSG: Datenschutz-Grundverordnung Bundes-
datenschutzgesetz 2018, Art. 13 para. 58.
17 Wischmeyer op.cit. 2018, 53.
18 Tutt, Andrew, “An FDA for Algorithms”, Administrative Law Review, vol. 69 (2017), 83 
(103).
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All in all, there are good reasons for not extending too far the scope of any 
right to explanation derived from GDPR. In any case, as a rule, the provision 
of detailed information about the algorithms used by a self-learning system 
is usually not required.

4. Regulatory alternatives to a right to explanation

Nevertheless, the problem of the lack of transparency of algorithmic deci-
sion-making has to be taken seriously. In addition to a right to explanation, 
mechanisms of self-regulation and external control may be considered, in or-
der to encourage programmers of self-learning systems to create the highest 
possible levels of transparency.

4.1. Self-regulation

A promising approach to solving the transparency problem of machine-learn-
ing systems is the research area called Explainable Artificial Intelligence (XAI), 
which is currently in development. The goal of this approach to AI is to write 
algorithms in such a way that they themselves can provide information about 
the important factors contributing to their decisions. They are able to explain 
their internal processes in a way that is understandable to the technical lay-
man - the black box should therefore become a “glass box”.19

Another tool of self-regulation which could be considered would be a 
Code of Conduct for programmers of self-learning systems. It would oblige 
programmers subjecting themselves to the code to comply with certain ethi-
cal and legal standards. 20 Such a system of voluntary commitment to comply 
with a code of rules, could be combined with certification measures (which 
have already been established in the GDPR). As a reward it would be possible, 
for example, to couple membership in the scheme with reductions in civil 
liability for data protection breaches.

19 Holzinger, Andreas, “Explainable AI (ex-AI)”, Informatik-Spektrum vol. 41 (2018), 138 et 
seq, (in German).
20 Cf. the exemplary “Asilomar AI Principles”, https://futureoflife.org/ai-principles/ 
(19/10/2018).
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4.2. External control and surveillance

State or state-controlled surveillance mechanisms for algorithms are conceiv-
able as measures of external control. Not infrequently, the idea of an “algo-
rithm TÜV” is raised (TÜV is an acronym which means roughly “techni-
cal inspection society”. TUVs are private undertakings in Germany which 
provide safety certification and inspection services21). Such a system would 
constitute a system of independent review of algorithms for legal violations 
or for database-based discrimination with subsequent certification of com-
pliance given22. The extent to which such an analysis could ever be possible 
for learning systems, given their black box character, ought to be examined 
more closely. 

In order to best take account of the above-mentioned obstacles due to 
the potential competing legal interest in the protection of trade secrets and 
intellectual property, one could design an administrative control procedure 
which utilized an in-camera (behind closed doors) mechanism, which en-
sured that the source code and the specifics of the algorithm under review 
were only made available to the authorized inspectors and that respect for the 
duty of confidentiality by those persons was enforced by means of criminal 
penalties.23

5. Conclusions

This short overview of the problematic area of algorithmic transparency shows 
that the opacity of the decision making by self-learning systems stands in a 
not to be underestimated extent in conflict with currently applicable EU data 
protection law. This law is characterized by extensive data protection rights, 
all of which aim to guarantee individuals the greatest possible degree of sov-
ereignty over their personal data. In the case of fully automated decisions - as 
often happens with the use of self-learning systems - this also includes the 
guarantee of being told the reasons why the algorithm came to its decision. 
However, given the levels of technical complexity which particularly exist in 
deep learning technologies and artificial neural networks, delivering such an 

21 Cf. https://en.wikipedia.org/wiki/Technischer_%C3%9Cberwachungsverein (19/10/2018).
22 Cf. Martini, Mario, “Transformation der Verwaltung durch Digitalisierung” in Die öffen-
tliche Verwaltung 2017, 443 (453).
23 Wischmeyer, op.cit. 2018, 65.
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explanation is anything but trivial. A so-called “right to explanation”, as is 
– rightly – often read into GDPR, therefore quickly shows itself to be un-
workable or nearly impossible in practice. There are good reasons why such 
a right should not be extended too far so as not to unduly hamper the future 
development of learning algorithms, thereby damaging Europe as a technol-
ogy location. A number of regulatory alternatives, which to a certain extent 
would be able to tackle the phenomenon of the lack of transparency of algo-
rithmic decision-making, have been addressed in this paper. We are indeed 
waiting with eager anticipation to see how the ECJ positions itself on the 
“right to explanation”.

References

Goodman, Bryce/Flaxman, Seth, European Union regulations on algorithmic deci-
sion-making and a “right to explanation”, 2016, arXiv:1606.08813(v3), available 
at https://arxiv.org/pdf/1606.08813.pdf.

Holzinger, Andreas, Explainable AI (ex-AI), in: Informatik-Spektrum 41 (2018), 
pp. 138-143.

Martini, Mario, Transformation der Verwaltung durch Digitalisierung, in: Die Öffen-
tliche Verwaltung (DÖV) 2017, pp. 443-455.

Martini, Mario/Nink, David, Wenn Maschinen entscheiden … – vollautomatisierte 
Verwaltungsverfahren und der Persönlichkeitsschutz, in: Neue Zeitschrift für 
Verwaltungsrecht – Extra 10/2017, pp. 1-14.

Schwartmann, Rolf/Jaspers, Andreas/Thüsing, Gregor/Kugelmann, Dieter (Eds.), DS-
GVO/BDSG, 2018.

Simitis, Spiros (Ed.), Bundesdatenschutzgesetz, 8th Edition 2014.
Tutt, Andrew, An FDA for Algorithms, Administrative Law Review 69 (2017), pp. 83-

123.
Von Lewinski, Kai/Eßer, Martin/Kramer, Philipp (Eds.), Auernhammer, DSGVO/

BDSG-Kommentar, 6th Edition 2018.
Wischmeyer, Thomas, Regulierung intelligenter Systeme, in: Archiv des Öffentlichen 

Rechts (AöR) 143 (2018), pp. 1-66.



Legal aspects of the use  
of artificial neural networks  
in diagnostic medical procedures
Nicolas Woltmann

1. Data driven decision making processes

Every human being makes countless decisions over the course of every day, 
every hour, even every single minute. At some level, absolutely every action 
we carry out, is, in mathematical terms, the net result of setting off differently 
weighted goals.1 Certain environmental conditions must be recognized and cal-
culated into the equation, which vary from situation to situation. This process 
takes place in an almost identical way in computer systems. Their operations, 
too, are sometimes the result of highly complex computational processes, which 
in turn have some overriding purpose and meaning. The more decisions about 
goals or ways of achieving those goals can be attributed to the actor, and the less 
they are determined by others, the more likely it is that we are willing to recog-
nise that the author is acting autonomously.2 Today, machines that are able to do 
this are referred to as autonomous, such as autonomous cars or robots. 

Of course, from a philosophical perspective, there are certain termino-
logical problems with using the term autonomy in this context, so that it is 
important to exercise caution.3 However, all the way up to EU level, the view 
has prevailed that reference can be made at least to “technological autono-
my“, as long as a system possesses a not insignificantly wide scope of action 
and decision-making.4 Ultimately, this seems to be justified if one considers 

1 On the importance of goals for the intelligence of an actor, cf. Erhardt & Mona, “Re-
chtsperson Roboter – Philosophische Grundlagen für den Umgang mit künstliche Intelligenz“ 
in Gleß & Seelmann (eds.), Intelligente Agenten und das Recht, 2017, 61 (67). 
2 Christaller & Wehner, “Autonomie der Maschinen – Einführung in die Diskussion“ in 
idem (eds.), Autonome Maschinen, 2003, 9 (18).
3 On this subject, cf. Christaller & Wehner, op. cit 2003, 9 (12 et seq.), who discuss the risk 
of blurring categories.
4 Report with recommendations to the Commission on Civil Law rules on Robotics 
(2015/2103 (INL)).
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that the cognitive processes that result in decision-making within a computer 
system are, in their functioning, not unlike those of a human being. While 
humans obviously receive information about their environment via their five 
senses, machines first have to transform sensory data into electronic data in 
an intermediate step.5 However, it is relatively easy to deal with this difference 
by maintaining a clear terminological and methodological differentiation be-
tween human and data-driven decision-making processes.

In contrast, the main difference is the sheer number of goals that come 
into play in human decision making, even when it comes to trivial things. 
Thus, for example, a person’s response to a random event, like encountering 
someone on the street, may involve all sorts of contradictory motives and 
issues: Should I speak to them? Do I know the person well or is it a rather 
fleeting acquaintance? Do I like this person? Is this a person that my spouse 
possibly cannot stand? Nevertheless, would it be good for my career to be 
friendly to them? Am I late for an important appointment? Does it look like 
the person is in a hurry at the moment? 

Against this background, the highest form of autonomy seems to me to 
involve the independent development of new goals. These are aims that did 
not exist previously in the decision maker’s pool of reasons to act. Or to put 
it another way, it is the ability to learn that makes decisions, based on this 
process, distinguishable, assessable and therefore ultimately actionable. 

2. Even machines can learn

We humans have in a sense a natural talent when it comes to working out new 
solutions to previously unknown problems. But even computers today are no 
longer limited to tackling tasks based on a previously defined pool of solutions. 
Through various different machine learning methodologies, machines are given 
the necessary flexibility to to solve problems. But how exactly does that work?

5 According to the broadest definition of data in German criminal law, data are all coded or 
codable information, regardless of the degree of processing (cf. Lenckner & Eisele in Schönke 
& Schröder, Strafgesetzbuch: Kommentar, 2014, § 202a StGB, para. 3; Heger in Lackner & Kühl 
Strafgesetzbuch, 2018, § 263a StGB, para. 3). A narrower definition is used, for example, in the 
case of phishing, which is only possible with respect to information which is not publically 
available, that is stored or transmitted (cf. § 202b StGB read together with § 202a (2) StGB). 
For an examination of the concept of data from a philosophical point of view, which is worth 
reading, cf Voß, “Was sind eigentlich Daten?”, LIBREAS. Library Ideas, 23 (2013), available at 
https://libreas.eu/ausgabe23/02voss/.
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So-called Artificial Neural Networks (ANN) is an approach to machine 
learning that has actually been known about for some time, but in which 
great pioneering work has been done in recent years. They consist of a num-
ber of layers of individual, coded computing elements (called “neurons” as 
they are intended to work like nerve cells in the human brain) that interact 
with each other according to a specific algorithm6. The basic idea is to “train” 
the network with specific [sensory] patterns (symbols, sounds, images, etc.) 
until it is able to recognize previously unknown inputs of the same kind as 
“fitting” the learned pattern.

Using this technology, amazing results have been achieved to date, e.g. in 
face and speech recognition. The methodology is already bringing tremen-
dous advances in modern medical diagnostics. Medical diagnosis is basically 
nothing other than a conclusion (really a probability statement) following 
from the recognition of a pattern or “picture” derived from a set of patient 
signs and symptoms. Various mobile health apps are already making use of 
this technology: when a patient presents with symptoms, they offer the op-
tion of communicating these symptoms in combination with patient char-
acteristics such as age, gender, weight, etc., to a virtual “assistant physician“.7 
The computer system in the background then performs a fully automated 
analysis of the data, and makes a “medical diagnosis”. The assistant also states 
the probability that the diagnosis is correct and what further steps it would 
recommend to the person concerned (for example “can usually be self-treat-
ed” or “must go to physician”).

The best example of the utility of neural networks in medicine, however, is 
tumour diagnostics. Mammography screening has always more or less been 
performed manually by the doctor (that is, visually examining the images 
with his own eyes). In contrast, a 2018 study conducted in Hungary con-
cluded that the examination of ultrasound images for irregularities using 
neural networks provided results just as reliable as those of an experienced 
oncologist - and that in a fraction of the time necessary for manual analysis.8 

6 The way this works is initially determined by the neural network architecture of the neuron 
with a certain weighting and a stimulation threshold, which must be exceeded for the transmis-
sion of signals. The architecture of neural connections changes based on feedback, which the 
network receives on its performance (so-called backpropagation). For a more detailed explana-
tion, cf. Mueller & Massaron, Artificial Intelligence for Dummies, 2018, p. 159 et seq.
7 See, for example, https://ada.com. 
8 Ribli, Horváth, Unger, Pollner & Csabai, “Detecting and classifying lesions in mammo-
grams with Deep Learning”, Scientific Reports 2018, vol. 8 (1), p. 1.
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According to the authors of the study, in the future the benefits of the tech-
nology, in terms of time savings and a reduced probability of errors, could 
probably be further improved.

Finally, one future scenario that brings the two areas discussed together, 
takes things to the extreme. There is another recent study on the use of neu-
ral networks, this time in the detection of skin cancer, which examined the 
reliability of the diagnostics performed by a particular software package, and 
concluded that the results from use of the technology were comparable to 
the breast cancer screening technology discussed above9. So work is now in 
progress on putting the technology into a mobile health app10. Imagine what 
it would mean if the engineers succeeded in this task. What a revolution it 
would be if medical laymen could someday be able to carry out skin cancer 
screening on the sofas in their living rooms using the camera of a smartphone?

3. Putting the concept of legal liability to the test

Revolutions, however, draw their strength from the radicalism of change, and 
from the uncompromising rejection of all the ways things have been done 
before. It is therefore part of their very nature to create states of great insecu-
rity that compel us to question former certainties. From a legal point of view, 
therefore, there is a need to rethink not only detailed rules, but also major 
concepts. 

One area that is particularly affected by this is tort law with its central 
concept of fault-based liability.11 For example, in the extreme example of the 
tumour detection app discussed above, it would certainly be possible to ask 
the question of how liability for a diagnosis would be allocated among all the 
participants. Of course, the worst-case scenario would be that a malignant 
tumour was not recognized as such. Conversely, if a patient is wrongly diag-

9 von Haenssle, Fink, Schneiderbauer, Toberer, Buhl, Blum, Kaloo, Hadj Hassen, Thomas, 
Enk & Uhlmann, “Man against machine: diagnostic performance of a deep learning convolu-
tional neural network for dermoscopic melanoma recognition in comparison to 58 dermatol-
ogists”, Annals of Oncology 2018, vol. 29 (8), p. 1836 et seq. 
10 https://www.welt.de/gesundheit/article176835763/Kuenstliche-Intelligenz-erkennt-Haut-
krebs-besser-als-Aerzte.html.
11 Cf. on this Beck, “Technisierung des Menschen – Vermenschlichung der Technik. Neue 
Herausforderungen für das rechtliche Konzept „Verantwortung“ in Gruber, Bung, & Ziemann, 
Autonome Automaten: Künstliche Körper und artifizielle Agenten in der technisierten Ge-
sellschaft, 2015, 173 (174).
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nosed as having cancer, his legal interests may also be injured. One need only 
think of the shock which could be suffered by a person informed that he had 
a very a serious illness, or the unnecessary further diagnostic procedures or 
the invasive treatments.12 In any case, despite all the technological advances, 
it remains possible for such a system to make mistakes.13 Infallible computers 
do not exist today - and probably will not exist in the future – just as infallible 
people do not exist. However, this alone - from a legal point of view - is no 
cause for alarm. As long as injury to people’s legal interests can be dealt with 
by means of civil compensation and/or criminal punishment, the law as a 
whole will continue to retain its regulatory character and thus its legitimacy. 

However, this premise is being seriously challenged by the use of artifi-
cial neural networks and their increased employment by technological lay 
persons. In essence, two major problem areas open up, which I will briefly 
discuss below.

3.1. Autonomy and unpredictability

The first obstacle to finding the cause of a mistake arises from the operation 
of ANNs. This involves a largely independent learning process which pro-
vides the necessary flexibility for recognizing previously unknown patterns 
of information. Such processes have a level of complexity that is sometimes 
hardly comprehensible in human terms. Even the designer of an ANN can no 
longer properly monitor or at all steer the interactions of the individual nodes 
of a system after a certain point in time. The slightest disturbance of the pat-
tern recognition processes can even produce completely unexpected results.14 

In case of malfunctions, it may therefore be very difficult to find the real 
cause. It can have its possible origin in any of the steps between designing the 
software and obtaining the results of the diagnostic procedure: it is possible 
that the manufacturer programmed the network incorrectly. On the other 
hand, it is not improbable that the patient caused the error by not complying 
with instructions for the new application. The most frequent cause of getting 

12 Gaßner & Strömer, “Mobile Health Applications- haftungsrechtlicher Standard und das 
Laisser-faire des Gesetzgebers“ in Versicherungsrecht 2015, 1219 (1227).
13 The software reported on by von Haenssle et al, op.cit. 2018 (cf. FN 9), correctly identified 
around 95% of the tumors in need of treatment and approx. 63% of the harmless moles.
14 Monpetain, Neuronale-Netze eine Einführung, 1998, available at: http://www.weblearn.
hs-bremen.de/risse/RST/SS98/NEURAL_N/NEURONET.HTM.
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erroneous results from ANNs, however, is probably the partial unsuitability 
of the data set with which the network was previously trained. Data set qual-
ity is the decisive factor for the proper operation of an ANN!15 It is crucial-
ly important that patterns - in our case melanoma images – are used, from 
which the system can extract the information relevant for correct diagnoses. 
With sometimes millions of individual sample images that have to be fed into 
an ANN during the network’s training, it is hardly possible to identify those 
which, in conjunction with the complex structure and workings of the net-
work, have led to false diagnoses. This represents a huge obstacle to answer-
ing the question of what caused the error in respect of a particular diagnosis. 

Rather - and this is perhaps even the more important point - for the rea-
sons given above, even if the error could be traced, it is by no means always 
possible to establish any negligent or culpable behaviour by a relevant party. 
This is because it can be extremely difficult in individual cases to predict how 
the system will behave in the face of an array of unknown or unfamiliar im-
ages. However, such predictability is exactly one of the essential criteria that 
make it possible to attribute causation of damage to a person’s behaviour in 
the first place.16 In connection with such cases, courts may at some point 
come to the conclusion that the constructors of an ANN have attempted to 
the best of their knowledge and belief to prevent the concrete error that has 
taken place; that in view of the sheer mass of training data, they had no way 
of preventing an unfortunate misdiagnosis in an individual case; that the best 
was done which could be done given the current state of science and technol-
ogy. So in the world of artificial intelligence, a determination of the facts of a 
case does not automatically mean that it is possible to allocate legal responsi-
bility for a particular failure.

This is less of a problem from a civil law perspective than from a crim-
inal law one. That is because for some time now there have been possible 
solutions that are not only under discussion but to a certain extent are also 
considered by many to be practicable. The ePerson, for example, is one such 
a legal construct that could be used to fairly allocate the financial risks of us-
ing autonomous systems among those involved.17 Furthermore, there is also 

15 Mueller & Massaron, op.cit. 2018, p. 27 et seq.
16 Fischer, Strafgesetzbuch mit Nebengesetzen, 2018, § 15 StGB, para. 17 et seq.
17 On this cf. Schweighofer, Auf dem Weg zur ePerson: aktuelle Fragestellungen der Rechtsin-
formatik, Schriftenreihe Rechtsinformatik Wien 2001; Mayinger, Die künstliche Person: Unter-
suchung rechtlicher Veränderungen durch die Installation von Softwareagenten im Rahmen von 
Industrie 4.0, unter besonderer Berücksichtigung des Datenschutzrechts, 2017.
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discussion about the introduction of strict liability for risks arising from the 
use of artificial intelligence.18 In Germany, this would be relatively easy and 
straightforward for Parliament to do using the current law on civil liability in 
road traffic accidents as a model - provided one could agree on the conditions 
under which computers and machines would be covered by it. In any case, it 
would seem to be possible to avoid the evidential difficulties and the uncon-
trollability of autonomous technology by pre-defining areas of tort liability 
within which liability for damage would be independent of individual fault.

For a patient whose treatment for cancer was delayed because of a misdi-
agnosis by a computer system, receiving monetary compensation may be a 
very small consolation indeed. We live in a society where many people tend to 
judge such cases according to their own personal subjective feelings, and not 
according to objective standards. They sometimes get satisfaction for injustice 
suffered only by seeing the offender convicted and punished confusing this 
with justice. That includes - in extreme cases - identification of an “offender”, 
or at least a full investigation of the facts by courts. But what if that is not 
possible? In the context of criminal liability, the possible solutions described 
above are completely unworkable, because in this legal system a person cannot 
be convicted of a crime if he did not possess the necessary mens rea at the mo-
ment of the offence: strict liability offences do not exist in Germany. 

In my view, the biggest legal challenge facing the law from digitization is 
therefore to reconcile the (often legitimate) expectations of victims for crim-
inal product liability sanctions to be enforced against wrongdoers with the 
fundamental principles of criminal liability in a state under the rule of law.19 
We will have to wait and see whether the realization that intelligent computer 
systems are likely to make our lives safer and more enjoyable is sufficient to 
reach a consensus on new norms.20

18 Borges, “Haftung für selbstfahrende Autos“, Computer und Recht 2016, 272 (279 et seq.); 
Bräutigam & Klindt, “ Industrie 4.0, das Internet der Dinge und das Recht“, Neue Juristische 
Wochenzeitschrift 2015, 1137 (1139); Spindler, “Roboter, Automation, künstliche Intelligenz, 
selbst-steuernde Kfz – Braucht das Recht neue Haftungskategorien“, Computer und Recht 
2015, 766 (775).
19 Although the civil liability issue is probably more salient, given the sheer amount of litiga-
tion one would expect.
20 In this context, reference is sometimes made to the legal concept of accepted risk, cf. for 
example Hilgendorf “Autonomes Fahren im Dilemma. Überlegungen zur moralischen und 
rechtlichen Behandlung von selbsttätigen Kollisionsvermeidessysteme“ in idem (ed.), Auto-
nome Systeme und neue Mobilität: Ausgewählte Beiträge zur 3. und 4. Würzburger Tagung zum 
Technikrecht, 143 (164).
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4. A hierarchy of expertise? 

The autonomy of an artificial neural network is a problem, especially from 
the point of view of the programmer, because it is he who nevertheless has to 
guarantee its proper functioning. Another, subordinate question is the weight 
of a medical diagnosis of an ANN compared with that of a physician. Ulti-
mately, one must ask two contradictory but crucial questions: 

(1) Can I rely on a diagnosis made by the system?

The essence of the problem may not be obvious from the way the question 
has been worded, but on closer inspection becomes increasingly apparent: If 
the results of the studies referred to above can be confirmed in the broad field 
of clinical practice, if the use of such systems becomes the medical standard, 
will an independent review by a human expert be necessary at all? Our first 
reaction (especially from the legal perspective of the professional sceptic): 
Yes. The system has up to now shown itself neither to have reached the nec-
essary level of reliability in empirical scientific studies, nor has it attained a 
necessary level of acceptance by patients as a social reality. Having said that, it 
does not seem appropriate for us to place blind faith in a form of technology 
whose operations we ourselves are no longer able to understand even with 
the help of experts in the field.

Better always two diagnoses, one human and one data-driven? In fact, it is 
not so easy, because such an approach inevitably leads to having to give pri-
ority to one of two contradictory “medical” judgments from different sourc-
es, [should the two diagnoses not agree]. But when does the power of the 
computer force the doctor to cast aside his own diagnosis? Or asked from his 
point of view: 

(2) Must I accept the diagnosis given by the system?

Does the Hippocratic Oath not oblige the physician to use such a device for 
the benefit of his patient - not because it has been shown to work better than 
this physician himself, but because on average it gives more reliable results 
when compared to the profession of physicians taken all together? I’m not 
talking about the fear that digitization could cost even highly qualified ac-
ademics and thus all of us our jobs. Above all, this has nothing to do with 
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injuring the pride of practicing physicians. The crucial point is a [possible] 
shift in who has the final say in relation to issues relating to life and death. 

Of course, from the point of view of the doctor, this is accompanied by (at 
least a perceived) loss of status and power. The patient will see it very differ-
ently: he is now able to take care of himself far removed from over-filled wait-
ing rooms and stressed-out doctors; he is getting new freedom. Some people 
may already be hailing it as the democratization of the health care system.21 
This development, however, will not be without problems. 

We have been discussing at such length the autonomy of machines that 
we seem to have forgotten that patients are also supposed to have a certain 
autonomy. The well informed patient should be free to choose what type of 
treatment he receives. Medical law has had something to say about this prin-
ciple far longer than about any (supposed) autonomy of computer systems. 

Recently, however, it does not seem to be so easy to separate the one from 
the other. That is because in our hypothetical case, the owner of the tumour 
detection app depends almost entirely on the “diagnostic ability” of the soft-
ware to give him the information he needs to exercise his decision-making 
power. At the same time, the patient bears the increased weight of respon-
sibility for very important decisions about his own health: ought he better 
go to the doctor even though his cell phone app tells him that most likely 
everything is alright? Or should he again waste hours of his precious time in 
the doctor’s waiting room, just like the last two times, when his phone recom-
mended that he seek medical advice? Bringing an additional player into the 
diagnostic process does not always make decisions easier or simpler. From a 
legal perspective, exactly the opposite should be expected, because it increas-
es the risk of blind trust in a computer application.

5. Conclusions

At the end of this short presentation, many uncertainties remain. By and 
large, they culminate in the question: how far do we want to give up our 
own decision making power and place it in the hands of machines, knowing 
that we are dealing with entities that cannot be completely controlled? What 
meaning and purpose does human judgment – regardless of whether it is 
based on hard-won professional expertise or a gut feeling – have in today’s 

21 Uhlig, Ittel & Marx, “Die Zukunft der digitalen Gesundheitsversorgung in Deutschland“ 
in DIV Report Spezial: Digitale Gesundheit 2017, 24 (25).
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world? The current applicable law does not contain the answer. Engineers 
don’t have it either. What is needed is an interdisciplinary dialogue, which 
moral philosophy and ethics also have parts in. It is only in this way that a 
concept can be developed which Parliament can enact into a binding frame-
work of rules which establish a uniform quality standard for the integration 
of such applications into the provision of health care.
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Data-driven and knowledge-driven 
decision-making in clinical medicine:  
the necessary approach
Riccardo Bellazzi, Francesca Bellazzi

1. Introduction

Recently, an increasing number of papers have shown that it is nowadays pos-
sible to automatically extract decision rules from large clinical data sets and 
that those decision rules may outperform experts’ diagnostic or prognostic 
capabilities [1,2,3]. The analytical pipelines adopted by these research works 
are pretty similar. A large number of retrospective cases are collected. They 
usually contain clinical, textual and image data and they are labeled, i.e. each 
case is associated to an outcome, such as for example disease/no disease. The 
data belonging to each case are pre-processed and transformed into a suit-
able numeric representation, i.e. a feature vector. The feature vector is then 
used to associate the case to its corresponding label, i.e. the case is classified. 
Both the pre-processing step and the classification one are “learned” from the 
available data by resorting to a “so-called” machine learning algorithm. Such 
algorithms scrutinize the associations between the features and the labels of 
the retrospective cases, and they propose a suitable generalization that allows 
associating future unseen cases to a label. The algorithms are usually learned 
on a set of cases (training cases) and their performance is tested on unseen 
cases (test set). The implementation of such pipelines has been facilitated in 
the recent years by two concurring factors: i) the availability of large digital 
data collections; ii) the availability of algorithms able to properly, in a fast and 
smart way, pre-process images, text and data streams. Some of the pre-pro-
cessing algorithms for dealing with images perform so well that the model 
induced on one data set (say a large data repository of generic images, like 
trees and houses) can be successfully used to pre-process other data sets of 
biomedical images without adaptation [4].

Those success stories, which have led FDA to start a discussion about reg-
ulatory aspects of AI-based software in medicine [5] has made the debate 
about the role of data-driven decision-making in medicine of fundamen-
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tal importance. In this brief essay, we will discuss the limitations of current 
data-driven AI methods, and clarify that the coupling of data-driven and 
knowledge-driven approaches is not merely desirable but rather is the only 
possible approach to deal with automated decision-making in biomedicine.

2. Classification 

Most of the approaches presented in the literature as example of data-driven 
decision-making actually deal with statistical classification. Statistical classi-
fication is “the problem of identifying to which of a set of categories a new 
observation belongs, on the basis of a training set of data containing observa-
tions whose category membership is known” [6]. This type of decision prob-
lem is very common in practice, covering a large number of atomic decisions, 
including diagnostic ones. It is thus important to dissect the components of 
such data-driven decision-making algorithms. First of all, by definition, they 
depend on data. The basic assumptions made is that it is possible to infer a 
decision surface in the vector space of features that is able to discriminate 
between the labels. For this reason, these methods need: i) “enough” data; ii) 
“good” data; iii) the “right” features. 

Data are “enough” if they are able to properly describe the statistical prop-
erties of the data for the purpose of classification. Figure 2 shows two exam-
ples with the same number of data: in case a) data are not enough to describe 
the classification boundary, while in case b) it is possible to infer the decision 
boundary from them.

Figure 1. The machine learning pipeline.
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Data are “good” if they are not noisy, i.e. have been correctly recorded, 
labeled, and they correspond to the statistical assumptions of the machine 
learning models. For example, the data sample can be assumed to be inde-
pendent from each other. There are many confounders that may hamper a 
correct data collection, say for example shift of the personnel collecting the 
data (on Monday nurse A, on Tuesday nurse B, on Wednesday nurse A again, 
and each nurse annotating in a slightly different way eating habits of the pa-
tients). 

Finally, features must be the “right” ones. “Right” features are the proper 
variables that can effectively help in discriminating between cases. This is not 
only related to the choice of the features, i.e. it is probably not useful to use 
Hemoglobin to diagnose hypothyroidism, but it also related to the correct 
interpretation of the meaning of the collected features, i.e. it is important to 
understand what is the real meaning of “sedentary” lifestyle if the analyzed 
data are self-reported by patients. 

As it is shown is this simple example, data-driven decision-making pro-
grams have to deal with a first problem: data are never pure because they 
need a theoretical framework of evaluation. Indeed, their “being sufficient 
for statistical purposes”, their “being good” and their “being the right ones” 
is necessarily evaluated in respect to the purpose of the research in ques-
tion. The purpose of the scientists and data-collectors influence in a way 

Figure 2. a) data are sparse and red points are not able to describe the decision boundary 
(blue line); b) data are collected along the decision boundary, and it is possible to infer the 

separation between the red and the blue area from the data.

a b
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that is unneglectable the collection of data themselves. Many studies from 
the 1980s have been directed towards the understanding and evaluation 
of the role of data in scientific theories and processes, and it is now wildly 
accepted that scientific processes that involve data presuppose theoretical 
frameworks [7]. These phenomena are called by the scholars the “theo-
ry-ladeness” of data, i.e. data always presuppose theoretical frameworks 
and the “theory-driven” of data, i.e. the collection of data is guided by the 
final purpose of the theoretical model, i.e. it has to confirm or disconfirm a 
particular hypothesis. 

3. The nature of clinical data collection

Understanding the data that are used to “learn” a classification system is 
probably the most critical aspect of the entire machine learning pipeline. As 
reported by G. Hripcsak [8], clinical records are always the result of the “pro-
cess of care”, and, thus, they are not only theory-laden and theory-driven but 
they are also strongly influenced by the context in which they are collected. 
In particular, their collection, in terms of types of data, representation, fre-
quency, depends on: i) the health care organization, ii) the reasoning process 
related to the specific patients’ case. This has important implications in term 
of the classification rules we are learning with AI algorithms. It shows that 
data collection is driven by two factors: (i) the practical context, i.e. hospitals 
and health care organisations, (i) the whole theoretical models applied both 
accordingly to the reasoning processes used and the final purpose of the re-
search, i.e. a specific diagnosis that should be confirmed or disconfirmed. In 
these cases, it seems legitimated to ask: are they really data-driven, or are they 
driven by the organizational model that is behind their collection? Is a clas-
sification model learned on a specific data set transferable to other contexts 
that use different data collection processes? 

The natural conclusion is that before learning a classification system, it 
is necessary to deeply model the data collection process and to clarify what 
is the ultimate goal of the classification rules, i.e. what is the theory that is 
behind the collection of data and what is the theoretical purpose of it. In 
other words, it is essential to understand the context of the decision-mak-
ing process, and to elicit the knowledge that grounds the entire decision 
problem.
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4. Preferences 

An often-neglected aspect of classification systems lies in the set of preferenc-
es they use when proposing decisions. Statistical learning algorithms usually 
estimate the probability of each class/label given the data collected on the 
case-at-hand. Formally, denoted with X the vector of the observed data, c the 
class/label, the classifiers compute for each c in the set of possible classes C 
the conditional probability P(c|X). If we have a two-class problem, with C = 
{c1, c2} the classifier computes P(c1|X) and P(c2|X). In order to provide a de-
cision, a data-driven classification system needs to provide a rule that trans-
forms these probabilities into a decision D. A straightforward rule is to assign 
the class with the highest probability to D, i.e. D=c1 iff P(c1|X) > P(c2|X) and 
D=c2 viceversa (in case of ties a random choice is provided). However, this 
assumes that the error has the same cost in all cases: taking D=c1 when the 
true class is c2 has the same cost/loss of taking D=c2 when the true class is c1. 
In this case, the probability decision threshold of a binary class decision prob-
lem is 0.5, i.e. D=c1 iff P(c1|X)>0.5. However, this case seldomly happens in 
practice. In Emergency rooms, clinicians (and certainly citizens) very often 
prefer to have false positives (people that undergo clinical exams that are ac-
tually healthy) than false negatives (people that go home without exams that 
are actually ill). This has impact on the decision algorithm, and the decision 
threshold is accordingly different (if c1 means “disease” then P(c1|X) will be 
lower than 0.5). The final impact is that not only data depends on the actual 
organization of care, but also the decision algorithm is inherently dependent 
on the preferences or values of the final decision maker.

5. Reasoning and taking decisions 

One of the main fears of AI in medicine researchers is the risk of another 
“AI-winter”. AI-winter refers to two periods of disillusion that came after the 
rise of Neural Networks in the ‘70s and of expert systems in the ‘80s [9]. This will 
happen again in the future if there will be again a lack of understanding of what 
are the limits of current systems, and, referring to automated decision-making, 
the limits of data-driven decision-making. As it should seem clear from previ-
ous observations, in order to correctly posit data-driven methods it is useful to 
refer to a broader epistemological description of scientific inference.

As summarized in the so-called Generate-and-Test paradigm [10], ex-
perts involved in decision-making may use iteratively two inferential steps 
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to formulate their decisions: i) a hypotheses selection phase, in which given 
the information available “at large” (clinical context, prior knowledge, actual 
observations) is used to generate a set of candidate hypotheses, and ii) a hy-
potheses testing phase, in which hypotheses selected in the previous phase are 
assessed by forecasting their expected consequences, which can be further 
matched with future observations. As firstly presented by Peirce [11] and as it 
has been developed in contemporary philosophy of science, this corresponds 
to the so-called “abductive reasoning”, that reflects the “inference to the best 
explanation” method (IBE). In IBE a hypothesis is not simply confirmed by 
the data (the truth of the data does not imply necessarily the truth of the 
hypothesis), but the hypothesis is evaluated as the right one because of the ex-
planatory power of it (the truth of the data is best explained in the light of the 
hypothesis) and this presupposes the theoretical framework developed in (i). 
This type of reasoning is used in science in order to avoid a part of the famous 
“inference-problem”, that grounds on the logical fallacy known as “affirming 
the consequent”: if it is known that A implies B, and B is observed to be true, 
then it can be hypothesized that A is true. Since B may be true because of 
other causes, this inference may be wrong and thus is not valid [12,13].

In [14], Ramoni and colleagues well described the process of abductive 
reasoning in the context of clinical diagnosis and formalized it in the light of 
automated reasoning in a model called ST (Select and Test) Model.

The ST-model is based on an iterative sequence of elementary inferen-
tial steps. Each step in the model can be seen as a specific inference type, as 
reported in Figure 3. First, an abstraction step is needed. Abstraction allows 
extracting high-level features from the initial data and information and cor-
responds to the definition of the feature sets and of one or more outcome 
variables that can be associated to the decision-making problem. Abstraction 
is followed by an abduction step, in which the features are used and potentially 
combined to specify more precisely the decision problem and make one or 
more hypotheses, each of which is a potential explanation for the observed 
data. This may correspond to one or more classification problems, which can 
be analyzed resorting to the machine learning algorithms here described. 
These algorithms can be used to rank the hypothesis by estimating their prob-
ability. Moreover, competing hypothesis space can be analyzed and ordered 
also taking into account users’ preference criteria. The hypothesis needs to 
be further scrutinized by a deduction step that derives a set of consequences 
from the hypothesis, either by logical inference or simulation. This step uses 
existing models of cause-effect relationships. Finally, predictions are matched 
against the available data in an induction step: hypotheses whose consequenc-
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es match the available data are kept, while those that contradict the available 
data are eliminated. The sequence of steps can be iterated several times, in-
volving humans and machines. This account of diagnostic reasoning clarifies 
that machine learning is a tool that can be helpful in some of the reasoning 
steps, but that it neither can run in a “stand-alone” nor it is sufficient to design, 
implement and deploy a (semi-) automated decision support system. 

As a matter of fact, a fundamental problem of a “data-driven” system of 
classification is that it deals only with one of the elements of a far more com-
plicated process that should be used in diagnosis systems. The insufficiency 

Figure 3. An epistemological model of diagnostic reasoning.  
Data driven decision-making can be easily mapped  

to the ranking phase (from [10]). 
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of these data driven systems leads us to consider a second problem: the so-
called thesis of empirical equivalence (EE) [15]. EE states that two contradic-
tory and different hypotheses can be supported by the same set of empirical 
data. This means that without the whole theoretical framework of an epis-
temological model, such as the ST-model, the same data can support two 
contradictory diagnoses and thus it can be not only wrong, but also poten-
tially meaningless for the purposes expected. Without the implementation of 
knowledge-driven system, it can be possible to support all different diagnosis 
from the same set of empirical data. 

Data representation frameworks, including ontologies and clear seman-
tics, are needed, as well as models of health care organizations, models of 
cause-effect relationships, models for performing simulations and, finally, 
“blackboard” type systems to annotate the current state of reasoning. 

6. Conclusions 

The recent widespread diffusion of machine learning and artificial intelli-
gence methods to deal with the analysis and classification of multi-modal 
data, i.e. images, text, coded information, speech and data streams, have in-
creased the attention towards the implementation of “data-driven” decision 
support systems in medicine. Those systems are supposed to automatically 
and autonomously learn decision rules on the basis of the available data, in 
particular when the data collection become “large” enough to be able to rep-
resent the problem domain. Some papers have also shown that in specific 
contexts machine learning systems have decision-making performances that 
are comparable or superior to those of human experts. In this paper, starting 
from these results, we have focused our attention to the characteristics of the 
classification problem, which is actually the task that current machine learn-
ing methods are able to deal with. In particular, we have identified two main 
problems: the theory-ladeness of data, i.e. data are never “pure”, but they are 
always collected and analyzed in theoretical and practical frameworks; the 
empirical equivalence of scientific hypothesis. First, we have shown that it is 
crucial to fully understand that machine learning algorithms require enough 
data, data of good quality and the right features to properly run. These three 
elements are only possible if there is a deep knowledge about the data collec-
tion and data interpretation processes because and they can only be present 
in the light of theoretical evaluations (data are theory-laden and theory-driv-
en). Moreover, data generation is always related to a concrete health care or-
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ganization model, which runs behind the scene in the everyday activities of 
clinicians and practitioners. Furthermore, any decision is related to prefer-
ences and values of users, and there is no system that do not use these values 
to translate predictions into decisions. Finally, classification is only a compo-
nent of the larger picture of reasoning, which requires proper epistemologi-
cal and ontological modeling in order to be translated into a computational 
system. This is due to the empirical equivalence thesis, for which the same 
set of data can support contradictory and different hypothesis. Thus, to drive 
relevant and useful conclusions from data, we need a broader and more com-
plex model of decision making. 

As a conclusion, we can state that a data-driven decision support system 
cannot exist on its own. The design of semi-automated systems for deci-
sion-making needs rather the merging of knowledge-driven methods with 
data-driven algorithms. The careful conjunction of these components is the 
only suitable way to learn from the past and to soundly and properly design 
the AI systems of the future, in particular in a safety-critical context as med-
icine and clinical care [16].
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The Strange case of Dr. Watson:  
liability implications of evidence-based 
decision support systems  
in the health care
Francesca Lagioia, Giuseppe Contissa

1. Introduction

The ageing of population is becoming one of the most significant phenomena 
of the XXI century. Over the past decades, life expectancy is significantly in-
creased. The 12% of the world population is currently over the age of 60 and 
by 2050 this percentage should rise to 21% [17]. While this is a huge triumph 
for modern science and medicine, it poses huge pressures for the provision of 
health care services due to the increasing costs and the inexorably decrease 
of the medical personnel rate compared to the number of patients [17]. The 
advent of the big data and AI era is usually considered as part of the solution. 
The increased focus on the prevention of medical errors coupled with the 
introduction of clinical decision support systems have been proposed as key 
factors to improve the health care quality and patient safety [12]. The adop-
tion of clinical decision support systems (CDSS) for medical diagnosis and 
treatment should also facilitate the evidence-based practice, which is regard-
ed as the gold standard of decision making in health care [20]. 

In this context, the IBM Watson system is one of the most promising AI 
technology developed over the past years. 

Initially designed for competing with human champions at the Jeopardy! 
quizz show, Watson is currently experimented in the health care as an evi-
dence-based CDSS. It is based on the DeepQA technology, which exploits 
natural language processing and a variety of search techniques for analyzing 
both structured and unstructured information. The DeepQA is trained on a 
set of documents, where human experts annotate all the instances of pairs of 
questions and answers. Thus, the system learns how to identify and correlate 
questions and answers and applies this knowledge to analyse new input ques-
tions and generate new possible candidate answers through a broad search 
on massive volumes of information, that have never been annotated. For each 
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candidate answer a new hypothesis is generated. Then, for each hypothesis, 
the DeepQA tries to find evidence supporting or refuting it. The process re-
sults in a ranked list of candidate answers, i.e. diagnosis, with a specific con-
fidence score. 

This paper investigates some legal issues emerging from the adoption of 
Watson and similar AI systems in the medical area. In so doing, we explore 
a set of questions whose answers may heavily affect the liability allocation in 
misdiagnosis and/or improper treatment scenarios. Section 2 explores what 
are the distinctive features of new generation CDSS compared to the tradi-
tional ones. Section 3 investigates whether and to what extent such features 
pose questions with regard to the source of the decision making authority. 
Section 4 deals with the legal qualification and the conformity assessment 
procedure of these new AI CDSS, under the European discipline of Medical 
Device Software. In particular, we shall evaluate whether additional criterium 
for the classification of those systems are needed and how they can influence 
the certification procedures and the medical liability. Finally, section 5 ex-
plores how and to what extent the level of automation may affect the liability 
allocation. To this end, in section 6 we design some scenarios, which provide 
variations on the possible causes of failure in the decision making process 
and the consequent liability assessment.

2. Dr. Watson vs traditional clinical decision support systems

We identify three main features that distinguish Watson from traditional ex-
pert systems: (1) the data driven approach, (2) the unpredictability by design, 
and (3) the stronger impact on the decision making process. 

The first feature pertains the widespread adoption of data-driven methods 
in the AI research and development, which are gradually replacing the tradi-
tional knowledge-based approach in specific domains of application. Tradi-
tional decision support systems are computer based information systems that 
use expert knowledge to attain high-level decision performance, in a narrow 
problem domain. Human expertise has to be elicited and represented sym-
bolically. In particular, symbolic reasoning mechanisms are based on algo-
rithms to make inferences out of the knowledge base, using forward (from 
data to conclusion) and backward (from conclusion to data) chaining  [1]. 
Such traditional expert-systems are typically based on classical procedural 
algorithms. Examples of these systems are MYCIN [23] and ONCOCIN [24], 
both developed at the Stanford University in the early 1980s. However, in 
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the last decade, the focus has shifted on the possibility of applying machine 
learning algorithms to enormous amount of data. 

The data driven AI systems, as well as Watson, are based on big data an-
alytics and data mining techniques for discovering patterns, using machine 
learning algorithms and statistics. Given the massive amount of processed 
structured and unstructured information, such systems are able to infer rules 
from data, develop models to make classifications, predictions and take de-
cisions. 

The second feature, i.e. the unpredictability by design, stems from the pre-
vious one. The reason is twofold: (1) the system is able to infer rules from data 
and make predictions on those data, rather than working on a set of pre-de-
fined if-then rules, and (2) it is trained on datasets constantly changing. As a 
result, the system is easier to develop and maintain, but the possible output is 
not fully predictable, and its behavior cannot be fully explained by reference 
to the source code. Thus, these kind of systems enable the so called black-box 
medicine, that is opaque by its nature because the grounds for decisions are 
unknown and unknowable [19]. 

The third feature pertains the possible stronger impact on the decision 
making process. After conducting some experiments at the Sloan-Ketter-
ing Hospital in the USA, results show that Watson diagnosis are better and 
more accurate than those of physicians. “According to Sloan-Kettering, only 
around 20 percent of the knowledge that human doctors use when diag-
nosing patients and deciding on treatments relies on trial-based evidence. 
It would take at least 160 hours of reading a week just to keep up with new 
medical knowledge as it’s published, let alone consider its relevance or apply 
it practically. Watson’s ability to absorb this information faster than any hu-
man should, in theory, fix a flaw in the current healthcare model. Wellpoint’s 
Samuel Nessbaum has claimed that, in tests, Watson’s successful diagnosis 
rate for lung cancer is 90 percent, compared to 50 percent for human doc-
tors.” [25]. Thus, we can identify three key factors that may strongly influ-
ence the decision making process, i.e. the Watson’s ability (1) to overcome 
the human cognitive limitations in collecting and processing information; 
(2) to outperform human doctors in diagnosis; and (3) the evidence-based 
approach as a strong argument to justify and trust the system’s decision. 
These key factors may question Watson’s role with regard to the decision 
making process in the health care, traditionally centered on human judg-
ment and expertise.
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3. The source of the decision making authority and the role of Watson in 
the health-care

In the health care domain, advanced AI systems have opened up the possibil-
ity of integrating highly autonomous systems into human teams. As a result, 
such systems expand the scale of collected and processed evidence, widening 
up the question on whether the human experts can still cope with AI system’s 
expertise. 

In this context we investigate whether the source of the decision mak-
ing authority should be attributed only to human expert (e.g. clinicians and 
physicians), or conversely should be completely shifted on the AI system, or 
whether a shared decision making model is preferable. 

In the first hypothesis, the AI system would be considered as a simple 
information management tool supporting the human expert. Thus, the stan-
dard of care remains what is reasonable to expect from the average doctor, in 
the specific medical field. 

However, AI technologies such as Watson are purposely designed to in-
terfere with human decisions making [22]: they are used on the assumption 
that they can outperform humans in medical expert tasks, overcoming not 
only cognitive limitations, but also time-sensitive limitations suffered by hu-
mans in accessing, reading, understanding and incorporating evidence into 
their expert practice. It has been argued that, evidence suggesting AI-expert 
systems can perform better than human expert constitutes also evidence that 
relinquishing control to AI CDSS, like Watson, is the better approach for 
reaching the gold standard of evidence-based practice [15]. 

Indeed, the second hypothesis, i.e. shifting the decision making authority 
to AI CDSS, is generally supported by two main arguments: (1) the norma-
tive pull evidence-based practice [15], which would be at least questionable 
to ignore; and (2) the better success rate demonstrated by such systems over 
human experts. Under this hypothesis, medical malpractice law would even-
tually require superior ML-generated medical diagnosis as the standard of 
care in clinical settings [7]. Thus, the medical expert, who would not be in the 
position to reach the same standard of care, would be bound to AI system’s 
decisions. In case of failures resulting in injuries for patients, any deviation 
from the AI system’s advice, would lead to the professional liability of the 
physician for medical negligence. 

However, relying on AI systems in medicine rises further legal and ethical 
issues. The first one is related to the concept of evidence-base medicine: even 
though it is regarded as the gold standard in clinical practice, and it is con-
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sidered as the best argument in favour of the AI decision making authority, 
there are a number of limitations and criticism when it is applied to the care 
of individual patients. These criticisms are due to the occurrence of biological 
variations, the need to consider the individual patient’s values, and the limits 
for clinicians to access evidence and describe such evidence to patients, in or-
der to facilitate a shared decision making between patients and doctors in the 
care process [26]. A broader understanding of the evidence-based medicine 
“requires a bottom up approach that integrates the best external evidence 
with individual clinical expertise and patients’ choice” [20]. Under this ap-
proach, clinicians should make health care decision taking into account not 
only their expertise and the best scientific evidence available, but also the 
patient’s values, goals, and preferences. 

Additionally, the limitation to access evidence is directly related to the 
second issue, i.e. the explanation role in decision making, the AI systems’ 
accountability and more precisely the possibility of obtaining human-intelli-
gible and human-actionable information. As noted in section 2, AI systems 
like Watson are essentially black boxes inference engines that provide diag-
nosis and treatment recommendations without supporting explanations. The 
question is whether and to what extent statistical evidences can substitute the 
explanation function. Yet, if an AI expert system outperforms human experts 
in making diagnoses and suggesting treatments, then we would expect to un-
derstand why, on the basis of a satisfactory explanation. AI systems explain-
ability is also required by articles 13 and 14 of the GDPR, according to which 
“meaningful information about the logic involved, as well as the significance 
and the envisaged consequences of such processing” shall be provided in case 
of automated decision-making. In this regard, some authors raise the ques-
tion whether the explanation should provide an account of all the patterns 
and variables taken into account by the system (model-centric explanation), 
or only those that are relevant to the specific patient case (subject-centric 
explanation) [6]. 

The access to evidence and the explanation play an essential role in the 
medical decision making process for both medical experts and patients. 
Medical experts should be able to assess the consistency of system’s argu-
ments in relation not only to the medical literature and the clinical practice, 
but also with regard to individual patients. The explanation allows physicians 
to determine the extent to which a particular input was determinative or in-
fluential on the output [5]. Thus, we may want to verify whether a patient’s in-
terests were taken into account in the diagnosis and treatment determination, 
as well as whether a certain factor was determinative. Under this perspective, 
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the role of medical experts is central in considering factors which may af-
fect the individual decision, such as symptoms that AI systems are unable to 
perceive (e.g. altered body odor, tissue consistency perception, etc.), patient’s 
values and preferences, as well as in integrating such factors with AI systems’ 
evidence and suggestion. All those aspects are necessary for eventually iden-
tifying counter arguments which may lead to different decisions. Moreover, 
empirical evidence shows that, providing explanations for recommended 
actions deeply influence user confidence in, and acceptance of AI-based de-
cisions and recommendations  [28]. On the other hand, the explanation is 
essential also for patients, to whom such explanation should be provided. A 
physician is usually required to explain why he/she is recommending a course 
of treatment, and how he/she came to a certain diagnosis. The explanation 
function is indispensable to guarantee a patient-centered care process, as well 
as patients’ informed decision about their care and treatment. Additionally, 
the explanation can make medical advises more acceptable to patients. As 
already noted, the expertise of AI CDSS like Watson is not primarily based 
on the ability to provide such explanations; their success rate in performing 
particular tasks would seem to substitute such ability. The decision reliability 
is based on statistical evidence rather than on the ability to provide an ex-
planation. The role of medical experts would remain central in interpreting 
and providing a meaningful comprehension to patients of both their health 
status and the recommended treatment. Even if we imagine a future where AI 
systems will be able to provide human-understandable evidence and expla-
nation, medical experts would not be merely reduced to being intermediaries 
between AI systems and patients. Firstly, only medical experts have the spe-
cific domain knowledge for interpreting the pull of evidence and explanation 
and evaluating their reliability and correctness. Furthermore, such compe-
tence constitutes the keystone of both the doctor-patient trust relationship 
and interaction, with the regard to the whole care process and cooperation 
in treatment. 

As a consequence, the third issue pertains the dimension of trust. Trust is 
traditionally considered a cornerstone of interpersonal relationship [13] and 
in the health care as the effective foundation of patient-doctor relationship. 
The need for interpersonal trust is rooted in the patient’s vulnerability for 
being ill with regard to the actions of clinicians and doctors, the information 
asymmetry deriving from the specialist nature of medical knowledge [8], and 
the uncertainty and element of risk regarding the competence and intentions 
of the physician on whom the patient is dependent. Under the trust dimen-
sion, arguing in favour of AI systems decision making authority would nec-
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essarily undermine the patient-doctor relationship, that would be substituted 
by a patient-AI system relationship. This would ultimately bring to a concur-
rent transfer of the trustee role from medical experts to AI expert-systems. 

We would argue that patient-doctor trust relationship is still essential in 
the care process for different reasons. The first one is based on a full and 
deepest understanding of the medical competence, which includes more than 
knowledge, judgment, and skill in technical functions. Medical competence 
also relies on the ability to help the patient feel at ease, interviewing sensi-
tively and effectively to elicit both relevant symptoms and patient’s concerns, 
conveying a sense of interest in listening carefully and providing responsive 
and meaningful feedback  [14]. Removing such interpersonal human skills 
from the trust relationship may lead to undermining the patient’s trust in the 
AI system’s competence, even leading to a distrust situation resulting in an 
unwillingness to follow the AI advice. 

A further reason is related to the information asymmetry deriving from 
the specialist nature of medical knowledge. Even though such information 
asymmetry also revolves around the medical-expert and the AI-expert sys-
tem relationship, it would be overstretched since patients, completely lacking 
specific domain information, would never be able to comprehend and inter-
pret data and assess evidence and explanations. A meaningful data compre-
hension as well as the evidence and explanation assessment are essential to 
make an informed decision on whether opt-in or opt-out from the AI sys-
tem’s recommendations. 

Given all the mentioned criticisms, we would argue in favour of a shared 
decision-making authority. A further argument in favour of this model relies 
on the concept of joint cognitive system. It has been observed than when hu-
mans and AI systems interact for the fulfilment of a goal, it would be better 
to describe humans and technology not as two interacting “components”, but 
as constituting a joint cognitive system, where the control is accomplished by 
an ensemble of the human cognitive system and the AI system that exhibits 
goal-directed behaviour [9]. Thus, tasks traditionally associated to the role 
of physician, shall be attributed to the joint cognitive system, so that they are 
distributed between the human expert and the AI system. Under this per-
spective, the standard of care would result from a combination of the refer-
ence to the standard of care for medical practice, and the standard resulting 
from ML-generated medical diagnosis. The first dimension should be taken 
into account with regard to the tasks assigned to the human expert, while 
the second one to those assigned to the AI system. As a result, the human 
should maintain the capability to oversee the overall activity of the AI system 
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(including its legal and ethical impact in the care process) and the ability to 
decide whether and how use the system and relay on its recommendations. In 
case of failure resulting in injuries for patients, the liability should be assessed 
taking into account the task allocation as specified in section 5. The shared 
model allows the physician to ground his/her decisions not only on the pool 
of literature and clinical evidence, but also on the individual patient’s biolog-
ical variation, values and preferences, as well as factors that the AI system is 
unable to perceive. 

The decision reliability will be based both on statistical evidence and on 
the physician’s ability to interpret such evidence, at least detecting whether or 
not there is good evidence contradicting the system’s suggestion, or evidence 
of AI system’s errors, as well as on providing meaningful explanations to pa-
tients. 

This model brings to a three-dimensional trust relationship involving the 
AI system, the human expert and the patient. In the context of AI, control 
over the system is constitutive of trust [3]. As already noted, given the spe-
cialist nature of medical knowledge, such control can be only exercised, at 
least partially, by physicians, also avoiding the risk to overstretch the infor-
mation asymmetry. 

The patient-doctor trust relationship would remain unchanged, relying 
on the full and deep concept of medical competence. In conclusion, AI sys-
tems cannot substitute the human expert as the source of decision making 
authority, which remains central for interpreting evidence, detecting AI sys-
tem errors, providing explanations to patients, as well as for considering pa-
tient’s legal and ethical values and principles, preferences and morality, and 
other information not available to the system. 

4. The European discipline of Medical Device Software: the legal 
qualification and the conformity assessment procedure

This section deals with the legal qualification and the conformity assess-
ment procedure of AI CDSS like Watson, under the European Regulation 
2017/745. Such procedure constitutes the necessary requirement to obtain 
the European Conformity (CE) mark, through which a medical device is cer-
tified as compliant with product safety and performance requirements. In 
particular we shall evaluate whether additional criterium for the classifica-
tion of medical devices are needed and how such criterium can influence not 
only the certification procedures, which constitute the necessary requirement 
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to place a medical device on the market, but also the medical liability in case 
of technological failures and more generally in misdiagnosis and/or improp-
er treatment scenarios. 

According to Article 2(1) of the Regulation Watson can be classified as a 
software as a medical device for diagnostic, prediction and treatment pur-
poses. 

Under the Regulation, medical devices can be divided into four differ-
ent classes, i.e. class I (low risk), IIa (moderate risk), IIb (medium risk) and 
III (high risk), depending on the device purpose and its inherent risks (See 
Chapter V, Sec. 1, Article 51 of the EU Regulation 2017/745). In particu-
lar, Annex VIII sets out three main classification criterium which take in to 
account (1) the duration of use (e.g. transient, short term, long term); (2) 
whether the device is invasive (i.e. any device which, in whole or in part, pen-
etrates inside the body, either through a body orifice or through the surface of 
the body); and (3) whether the device is active (i.e., whether a device depends 
on source of electrical energy or any source of power other than that directly 
generated by the human body or gravity and acts by converting this energy, 
including software). Thus, while for example enema kits and elastic bandages 
fall under class I devices, because they present minimal potential for harm to 
patients; devices sustaining or supporting life, such as implantable pacemak-
ers and breast implants, fall under class III, since they present potential high 
risk of injury to patients. 

According to Rule 11 of Annex VIII, decision support systems generally 
fall under class IIa devices (moderate risk), unless they may seriously affect 
the patient’s state of health, in which case they may fall under class IIb (me-
dium risk) or III (high risk). 

Reading the definition provided by Rule 11 in combination with the clas-
sification criterium under Annex VII presents some difficulties. Firstly, Rule 
11 does not allow to clearly classify Watson under Class III devices. This clas-
sification appears to be based on the evaluation of whether the patient can 
suffer irreversible or serious deterioration in the health state. However, this 
evaluation can be made only case-by-case depending on the specific clinical 
situation of the patient and can only be conducted subsequently to the end 
of the design phase. It might not always be possible to assert, for example, 
whether in case of patient’s death, the latter is the consequence of a wrong 
diagnosis and/or treatment, or of the clinical course of the specific pathology. 

Secondly, the level of risk posed by a device depends from its intended 
use, which is determined on the basis of the manufacturer’s labelling claims 
for the device, rather than on how clinicians use the device in practice. In case 
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of AI CDSS like Watson, this distinction became particularly relevant, since 
the risk associated to the device does not arise from the physical interaction 
with the patient’s body, but rather from how the system advices are used by 
clinicians and its influence on the decision-making process. Thus, in evaluat-
ing the risk level of AI CDSS like Watson, the parameter should be based on 
the accuracy of the data provided and the intended impact on a physician’s 
clinical decision-making. 

Focusing on the classification criterium, as specified in Annex VII, it is 
important to note that the level of automation of a medical device in no way 
influence the device risky-class. However, the level of automation of an AI 
system deeply affects the division of tasks between humans and machines, 
in performing different cognitive functions (i.e., acquiring information, an-
alysing information, making decisions, and acting on them), as better spec-
ified in section  5. Delegation is in fact a risk, since its rationality strictly 
depends not only on the probability to properly achieve a certain goal but 
also on the costs associated to a possible failure  [2]. Sure enough, in the 
health context, a failure in properly diagnosing the correct disease and deliv-
ering the appropriate medical treatment constitute a high risk to the patient’s 
health and safety. 

Watson and, more generally, the AI CDSS are characterised by a high level 
of automation, in particular with regard to certain cognitive functions, such 
as the acquisition and analysis of information, and the decision-making pro-
cess, as shown in section 5. These levels affect the degree of the associated 
risks, with regard to the AI CDSS influence on the traditional decision-mak-
ing process, the transparency issues and the medical awareness (as shown in 
section 3), as well as to the possible technological failures, misdiagnosis or 
wrong treatment scenarios. Consider for instance a computer-aided detec-
tion device like the AlertWatch:OR, which is intended for “secondary moni-
toring of patients within operating rooms and by supervising anaesthesiolo-
gists outside of operating rooms” [11]. These types of devices pose moderate 
risks compared to those like Watson, which do not simply provide additional 
information, but direct a specific clinical decision. Thus, AI CDSS for diagno-
sis and medical treatment should not be classified under the same risky class 
of former CDSS devices. 

The level of automation of AI CDSS also affects the degree of the associ-
ated risks with regard to the transparency issues and the medical awareness, 
as already noted in section 3, as well as with regard to possible technological 
failures, misdiagnosis or wrong treatment scenarios, which may significantly 
affect patient’s health and safety. 
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It clearly appears that the level of automation of a medical device should 
be considered as an essential parameter to properly assess the risky-class. 

This is even more important if we consider that a different conformity 
assessment procedure is defined for each class, depending on the associated 
inherent risk. In particular, the procedure ranges from a basic conformity 
assessment for class I devices to the full quality assurance for class III devices 
(art 52). 

While in the first case, the compliance assessment with the Regulation 
requirements can be carried out under the sole responsibility of the manu-
facturer, the full quality assessment procedure demands the involvement of 
both a notified body and an expert panel in evaluating and verifying the per-
formance and the clinical safety of a medical device, i.e. the ability to achieve 
its intended purpose. 

The full quality assessment procedure determines the highest level of 
security and safety guarantees, allowing reasonable expectations regarding 
both the functioning and the trustworthiness of class III medical devices. 
This reasonable expectation as well as the role played by the notified body 
and the expert panel, may significantly affect the liability assessment in case 
of injuries suffered by patients as a consequence of the use of class III devices 
(e.g. a technological failure). 

Under this scenario, the conformity assessment procedure can affect the 
applicability of the legitimate expectation principle, which is strictly related 
to the expected level of security and safety guarantees. In particular, the CE 
mark may have a different impact on the applicability of the legitimate ex-
pectation principle, depending on whether it assumes a merely formal or a 
substantial nature. If the conformity is assessed under the sole responsibility 
of the manufacturer, then the CE mark should only have a formal relevance. 
Conversely, whenever the procedures demands the involvement of both the 
notified body and the expert panel, under the full quality assurance proce-
dure, the CE label should assume a substantial relevance. 

The substantial nature of the certification is crucial to allow the applicabil-
ity of the legitimate expectation principle as a liability shield for physicians in 
case of technological failure. 

Since Watson’s classification under Class III presents some difficulties, the 
applicability of the legitimate expectation principle remains uncertain, sim-
ply considering the risky class. 

As already noted, the conformity procedure affects the expected level of 
products’ safety and quality. We believe that, rather than focusing on the in-
tended use of medical devices, the classification criterium should take in to 
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account a level of automation taxonomy as well as how clinicians use certain 
devices in practice. In conclusion, AI CDSS like Watson, which present high 
levels of automation related to different cognitive functions, should be clas-
sified under Class III. The highest level of full quality assurance procedure 
would act as a guarantee not only for physicians, enhancing AI CDSS reliabil-
ity and allowing for the applicability of the legitimate expectation principle, 
but also for patients, ensuring a higher level of safety. 

5. The level of Automation

Nowadays, the main productive, administrative and social organizations can 
be described as complex socio-technical systems (STSs), i.e. systems that 
combine technological artefacts, social artefacts and humans. 

Technological artefacts, which to some extent involve the use of automated 
tools and machines, determine what can be done in and by an organization, 
amplifying and constraining opportunities for action according to the level 
of their automated technology. Social artefacts, like norms and institutions, 
determine what should be done, governing tasks, obligations, goals, priorities 
and institutional powers. However, norms need to be understood, interpret-
ed, negotiated and actuated by humans. More generally, humans play an es-
sential role in the functioning of STSs, providing them with governance and 
maintenance and sustaining their operation [27]. 

From this perspective, the health care system is the result of the interplay 
between technical artefacts (surgical robots, decision support systems, robot-
ic pros- thesis, etc.), humans operators and users (physicians, paramedics, 
clinicians, care givers, patients, etc.), and social artefacts, which coordinate 
behaviours (including norms, such as laws, medical procedures, technical 
manuals, and institutions, such as hospitals, national institutes of health, reg-
ulatory agencies, etc.). The health care system is increasingly reliant on AI 
technologies, and it operates by interconnecting information systems, as well 
as by employing AI technologies, which sometimes replace humans, though 
they more often are part of human- machine interaction processes. 

In failure scenarios, a further aspect that should be considered for allocat-
ing the liability is the level of automation of technological artefact, since they 
may affect how the decision-making process is split between human experts 
(e.g. physicians) and AI systems. This is strictly related to the allocation of 
task-responsibilities, namely the allocation of duties pertaining to the correct 
performance of a certain task or role. 
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First of all, the violation of such duties may result in personal liability 
for human experts. Whenever there is a failure in a complex system, such 
failure is usually connected with the missing or inadequate execution of 
a certain task, and with the (natural or legal) person responsible for that 
task. As a consequence of the failure to comply with their task-responsi-
bilities, such persons may be subject to liability under civil, criminal, and 
tort law. 

Secondly, it may be necessary to identify task-responsibilities of AI sys-
tems, i.e. the requirements they should comply with. As task-responsibilities 
are progressively delegated to technology, the liability for damages and inju-
ries shifts from human operators to the organisations, which designed and 
developed the technology, defined its context and uses, and are responsible 
for its deployment, integration, maintenance, and certification. 

It is necessary to adopt a systematic approach for matching the levels of 
automation to different responsibilities of both human-experts and AI sys-
tems  [4]. To determine the tasks allocation between human experts and 
AI CDSS like Watson, we consider the Level Of Automation Taxonomy 

Figure 1: The LOAT (simplified version)
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(LOAT) [21], based on the taxonomy developed by Endsley and Kaber [10] 
and the principles set out in Parasuraman et al. [16]. 

The LOAT provides criterium for allocating tasks with regard to four dif-
ferent cognitive functions, i.e. the information acquisition (A), the informa-
tion analysis (B), the decision-making (C), and the action implementation 
(D). Figure 1 shows a simplified version of the LOAT. Each column starts 
with a 0 level of automation, corresponding to a fully manual accomplish-
ment of a certain task, without any technical support. At level 1 the task is 
accomplished with “primitive” technical tools, i.e., low-tech non-digital arte-
facts. From level 2 on upwards, “real” automation is involved, and the role of 
the machine becomes increasingly significant up to the level where the task 
is fully automated. A certain technology may have different levels of automa-
tion with regard to the four cognitive functions, expressing varying levels of 
interaction between humans and technology. 

In the following we consider the IBM Watson system and present the as-
sessment results of its levels of automation. 

Concerning the Information Acquisition (A), Watson supports the human 
expert in acquiring information on the process s/he is following. The system 
integrates data coming from different sources, such as Personal Health Re-
cords, medical datasets containing specific-domain literature and clinical tri-
al reports. Then, it filters and/or highlights the relevant information items, for 
example selecting results of clinical trials concerning cancer diseases, rather 
than leukemia. The criterium for integrating, filtering and highlighting rel-
evant information are predefined at design level and not available to physi-
cians. Thus, with regard to the first cognitive function, Watson reaches a level 
A5 (Full Automation Support of Information Acquisition). 

Concerning, the second cognitive function, namely the Analysis of Infor-
mation (B), Watson performs comparisons and analyses of the available data, 
based on parameters defined at design level, reaching a level B5 (Full Automa-
tion Support of Information Analysis). In the LOAT classification, this level 
usually implies that the system triggers visual and/or aural alerts whenever a 
certain result requires the human expert attention. Consider, for instance, an 
arrhythmia detection alert generated by an electrocardiograph. Even though, 
we can imagine a near future in which Watson will be connected to other kind 
of medical devices, such as electrocardiographs, actually the analysis of infor-
mation is a system’s internal process, not accessible to human experts. 

With regard to the Decision and Action Selection (C), Watson generates a 
ranked list of diagnoses (differential diagnosis) with an associated confidence 
score. It proposes one or more alternative decisions to clinicians, leaving 



The Strange case of Dr. Watson

95

them the possibility and freedom to generate alternative options. The abil-
ity to explore alternative hypothesis (diagnoses), along with the confidence 
score and the associated supporting evidence, is a key feature of the DeepQA 
technology. Physicians can evaluate these diagnoses along different dimen-
sions of evidence, extracted from a patient’s electronic medical record (EMR) 
and other related content sources. These dimensions include symptoms, 
findings, patient history, family history, current medications, demograph-
ics, etc.. Each diagnosis links back to the original evidence used by DeepQA 
for producing the associated confidence scores and supports the adoption of 
evidence-based medicine. Physicians can select either one of the alternative 
diagnosis proposed by the system, or her/his own one, for instance whenever 
he/she is aware of contextual circumstances (e.g. certain medical condition, 
patient’s values, etc.) unknown to or ignored by the system, as well as in case 
he/she has evidence of AI system’s errors. As a consequence, with regard to 
the third cognitive function, the system reaches a level C2 (Automated Deci-
sion Support). 

Concerning the Action Implementation (D), namely the administration 
of medical treatments, human experts (physicians, care givers, etc.) execute 
and control all actions without any kind of AI system intervention. Thus, 
Watson reaches a level D0 (Manual Action and Control). 

It clearly appears that, even though Watson reaches the full automation 
level in the information acquisition and analysis, physicians remain central 
in the decision-making process, in particular with regard to the decision and 
action selection, as well as to the action implementation. 

6. Variations on a theme: possible failures and liability scenarios

On the basis of the assessed levels of automation, this section provides varia-
tions on the possible failures in the decision-making process and the related 
liability assessment, in case of injuries suffered by a patient as a consequence 
of misdiagnosis and/or improper treatments. 

As already noted, Watson is used to analyse symptoms, make a diagnosis 
and elaborate the more appropriate treatment for specific diseases. In partic-
ular, it acquires the relevant information, integrating data coming from dif-
ferent sources, and analyses the available data. The system generates a num-
ber of hypothesis and then goes through a process of evidence testing. 

Watson collects and classifies all potentially emerging diagnoses and the 
respective therapeutic plans, assigning them a specific confidence scores, i.e. 
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ranking answers according to their probabilities of being correct. In this way, 
the system supports the adoption of evidence-base medicine, applying the 
best available evidence obtained from the scientific method to the medical 
decision-making, through an abductive reasoning process, in the form of in-
ference to the best explanation [18]. 

As an example, let us consider the case where a patient dies as a conse-
quence of misdiagnosis or improper medical treatment. In order to assess the 
liability allocation, we shall consider variations of possible failures in the di-
agnosis process. To this end, we design four main scenarios. Each scenario is 
related to a failure occurring in the execution of a specific cognitive function 
in the decision-making process.

1. Failures in the acquisition of information phase 

In a first scenario, the patient’s death is causally related to a failure in the 
acquisition of information phase. Under this scenario, we may consider two 
different hypothesis: 

Hypothesis 1: missing, incorrect, and/or incomplete source information. 

Let us consider the case where some information, for instance those in the 
personal health record, the literature dataset, or the clinical trial reports, are 
missing, incorrect or incomplete. We are not observing an error in the acqui-
sition phase, but rather an error in the information source. Watson may not 
be able to detect such error, that might be attributed to different causes, such 
as a human error (e.g. by physicians, nurses, knowledge engineers, etc.) in 
collecting and recording the information, or a technical failure in the medical 
examination process (e.g. a malfunction of the electrocardiograph). Under 
this hypothesis, it seems that the liability cannot be attributed neither to the 
medical staff using Watson, nor to the actors involved in the certification 
process, or in developing the system. 

Hypothesis 2: failure in retrieving and selecting the relevant information. 

Let us consider the case where the failure is caused by an error in retrieving 
and selecting the relevant information, used to make the diagnosis and rec-
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ommend the medical treatment. According to the classification carried out in 
section 5, Watson reaches a level A5 (Full Automation Support of Informa-
tion Acquisition).As already noted, the criterium for integrating, filtering and 
highlighting the relevant information are predefined at design level and are 
not available to physicians. As a consequence, the liability may be attributed 
to the actors involved in the definition of such criterium, and in the design 
process. Actors involved in the certification process, such as the notified body 
and members of the expert panel, may be find liable only if they were in-
volved in the evaluation and assessment process of the system’s design. Under 
this hypothesis, the liability should not be attributed to users, i.e. the medical 
staff using Watson, since they usually do not intervene in retrieving, integrat-
ing, filtering and highlighting the relevant information. 

We may wonder if the system interface should be designed so as to alert 
the human expert if some needed information are unavailable or unreadable. 
Consider for instance the case in which Watson, missing the pregnancy status 
of a certain patient, recommends drugs that cannot be dispensed to pregnant 
women, because they may cause serious problems in the fetus, such as kid-
ney damage, birth defect, growth restriction, etc. In these cases, additional 
liabilities may attributed to the manufacturer, for the defective design of the 
interface (i.e. not providing the alert), and to the medical staff, for ignoring 
the missing information alert provided by the system. 

It should be noted that, since the criterium for the acquisition of infor-
mation are predefined at design level, if the system is certified under the full 
quality assurance procedure, the legitimate expectation principle should be 
applied as a liability shield with regard to human expert’s choice of trusting 
the system and its capability of performing the delegated task. The only ex-
ception would be the case where the human expert is aware or should have 
been aware that some relevant information was missing, or there is evidence 
of his/her negligent behaviour for ignoring the missing information alert. 

2. Failure in the information analysis phase 

Let us consider the case of a failure occurring in the information analysis 
phase, involving the diagnosis generation, the evaluation of positive and neg-
ative evidence supporting or rejecting each diagnosis and possible treatments, 
and the assignment of the related confidence scores. According to the clas-
sification carried out in section 5, Watson reaches a level B5 (Full Automa-
tion Support of Information Analysis). As already noted, the parameters for 
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comparing and analysing the available data are predefined at the design level 
(and may be not visible to physicians, and in any case they may not be human 
understandable). Under this hypothesis, the liability may be attributed to the 
manufacturer, where a design defect or a manufacturing defect occurs as a 
consequence of the selection and implementation of certain parameters in 
the design process, as well as to the notified body and members of the expert 
panel, if they were involved in the evaluation and assessment of the system’s 
design and functioning. 

We can also consider the case in which the system may trigger visual and/
or aural alerts, requiring attention by the medical staff, as in the electrocar-
diograph example described above. If the failure is causally linked to such 
functionality (because it is defective or missing), the liability would be at-
tributed to the manufacturer, possibly for product defect. Conversely, mem-
bers of the medical staff may be found liable, if the failure is the consequence 
of their behaviour, consisting, for instance, in negligently ignoring the alert. 

As in the previous scenario, the parameters for the analysis of information 
are predefined at design level. Thus, if the system is certified under the full 
quality assurance procedure, the legitimate expectation principle should be 
applied as a liability shield for the human expert’s choice of trusting the sys-
tem and its capability of performing the delegated task. The only exception 
would be the case where the human expert, i.e. member(s) of the medical 
staff, negligently ignored the alert. 

Additionally, since AI CDSS like Watson are capable of analysing and pro-
cessing massive amount of information in a way that would be impossible for 
any human expert, and their output is not fully predictable, it is not reason-
able to assign to such expert the legal duty of being in control of the internal 
processing activity of the system. 

3. Failure in the decision and action selection phase 

On the basis of the results emerged from the information analysis, Watson 
generates a ranked list of diagnoses with associated confidence scores, pro-
posing alternative diagnosis and the associated treatments, leaving clinicians 
the possibility and freedom to select the best hypothesis, and/or to generate 
alternative options. According to the classification carried out in section 5, 
Watson reaches a level C2 (Automated Decision Support). Under this scenar-
io, we may consider different hypothesis: 
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Hypothesis 1: Watson generates a correct diagnosis, and an associated 
treatment. In the following we consider four different sub-hypothesis:

1. Both the diagnosis and the associated treatment generated by Watson 
are correct, and the human expert follows the system’s suggestion. This 
case is relatively unproblematic, since no controversy emerges between 
the human expert and the AI system, and no failures can be traced at 
the decision and action selection stage. 

2. Both the diagnosis and the associated treatment are correct, but the 
human expert does not follow the system’s suggestion, for instance 
generating a new diagnosis or a different treatment. Under this sub-hy-
pothesis, a failure may emerge from the diverging human expert’s de-
cision. From the liability perspective, some authors [15] noted that the 
outcome depends on which expert judgment shall be considered as 
the source of the decision making authority. In particular, if Watson is 
considered as such source, then the liability can be attributed to human 
experts (e.g. the liability of physicians) under a specific duty of follow-
ing the system’s advices. Any divergent decision should be considered 
as a violation of such duty. However, as noted in section 3, given the 
trust relationship between patients and doctors, it is questionable that 
Watson should be considered as the decision making authority. Con-
versely, if human experts are still considered as the source of decision 
making authority, then their liability should be connected to cases of 
medical negligence and/or malpractice. In this case, the full quality 
assurance certification process may work as a guarantee of the system 
trustworthiness, and be considered as the effective cornerstone for the 
applicability of the legitimate expectation principle. 

3. The diagnosis is correct but the associated treatment is wrong, and the 
human expert follows the system’s suggestion. Let us consider the case 
where the wrong treatment derives from an internal system failure in 
generating the medical treatment. In this case, the manufacturer may 
be found liable for the defective technology, as well as the notified body 
and the members of the expert panel, if during the full quality assur-
ance procedure some anomalies emerged in the clinical testing phase. 
Conversely, it is doubtful that the physicians’ liability can be grounded 
solely on following the system’s suggestion, with the exception of cases 
where they had good evidence contradicting the system’s advice, or 
evidence-based reasons for not trusting such advice, e.g. on the basis 
of wrong results in similar previous cases. Thus, under the shared deci-
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sion-making authority model, the liability shield can be grounded on 
the application of the legitimate expectation principle, whenever the 
systems has been certified under the full quality assurance procedure 
and the former relies on the correct performance of the delegated task. 
The wrong treatment may also result from the negligent behaviour of 
the human medical experts who neglect specific contextual circum-
stances such as patient’s medical condition unknown to or ignored by 
Watson, as in the example of drugs dispensed to pregnant women. 

4. The diagnosis is correct, but the associated treatment is wrong, and the 
human expert does not follows the system’s suggestion. This case is rel-
atively unproblematic, with regard to a possible controversy between 
the human expert and the AI system. In case of possible undesirable 
outcomes, the human expert liability may derive only from his/her 
negligent behaviour and/or medical malpractice.

Hypothesis 2: Watson generates a wrong diagnosis, and an associated 
treatment. In the following we consider two relevant sub-hypothesis: 

1. Both the diagnosis and the associated treatment generated by Wat-
son are wrong, and the human expert follows the system’s suggestion. 
In this case, the manufacturer may be found liable for the defective 
technology, as well as the notified body and the members of the ex-
pert panel, if they were involved in the assurance procedure and some 
anomalies emerged in the clinical testing phase. It is doubtful that the 
human expert liability may be grounded solely on following the sys-
tem’s advice, with the exception of cases where he had good evidence 
contradicting the system’s suggestion, or evidence-based reasons for 
not trusting such advice, e.g. on the basis of wrong results in similar 
previous cases. As noted above, under the full quality assurance proce-
dure, the liability shield should not be grounded on the delegation of 
such authority from the human expert to the AI system, but rather on 
the application of the legitimate expectation principle. 

2. Both the diagnosis and the associated treatment are wrong, but the 
human expert does not follow the system’s suggestion. Even though 
a controversy between the human expert and the AI system emerged, 
this case remains unproblematic since possible undesirable outcomes 
may only result from clinicians negligent behaviour and/or medical 
malpractice.
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4. Failure in the action implementation phase 

In this scenario, a possible failure may only result from the human expert’s 
behaviour, such as in cases where care givers dispensed overdose drugs. As 
noted in section 5, under the LOAT Watson reaches a level D0 (Manual Ac-
tion and Control), since the human expert executes and controls all actions 
without any kind of AI system intervention. Therefore, liability may only be 
attributed to human experts, i.e. clinicians, care givers, etc., as a result of a 
negligent behaviour and/or medical malpractice. 

7. Conclusion

In this contribution, we explored the distinctive features of new generation 
AI CDSS compared to the traditional ones, and the main legal issues emerg-
ing from the adoption of such AI systems in the health care domain. 

New AI CDSS are going to improve the health care quality and patient 
safety. However, since they outperform medical experts in some activities, it 
might be questionable whether human experts can still cope with their ex-
pertise, and whether such systems should be considered as the source of de-
cision making authorities. 

However, as noted in section 3, relinquishing control to AI systems pres-
ents some difficulties. Medical experts cannot be reduced neither to mere ex-
ecutors of the AI system’s advices nor to the role of intermediaries between AI 
CDSS and patients. In the care decision making process, medical experts re-
mains central for integrating the best external evidence with individual clini-
cal expertise and patients’ biological variations, values, goals and preferences. 

We argued in favour of a shared decision-making authority model. Med-
ical experts should maintain their authority to oversee and assess the overall 
activity of AI CDSS (including their legal and ethical impact on the care pro-
cess) and the possibility of evaluating whether and how make use of such AI 
systems and relay on their recommendations. 

Firstly, a shared decision-making authority model relies on a broader un-
derstanding of the evidence-based medicine, that integrate the best external 
pull of evidence with individual clinical expertise and the patient’s preferenc-
es and choices. 

Secondly, under this model, the decision reliability will be based not 
only on the statistical evidence generated by AI CDSS, but also on physi-
cians’ ability to interpret such evidence, at least detecting whether or not 
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there are good evidences contradicting the system’s advices, or evidence 
of AI system’s errors, as well as on providing meaningful explanations to 
patients. Under this perspective, the standard of care would result from 
a combination of the reference to the standard of care for human-expert 
medical practice, and the standard resulting from ML-generated evi-
dence-based diagnosis. 

Thirdly, such model brings to a three-dimensional trust relationship that 
involves the AI system, the human expert and the patient. The patient-doc-
tor trust relationship would remain unchanged, relying on a full and deep 
understanding of medical competence, avoiding (a) the risk to overstretch 
the information asymmetry, deriving from the specialist nature of medical 
knowledge, between patients and medical experts, and (b) a distrust situation 
resulting in an unwillingness to follow the AI advice. 

Finally, a shared model is consistent with the concept of joint cognitive 
system and the task allocation between humans and AI systems, where the 
control is accomplished by an ensemble of the human cognitive system and 
the AI system that exhibits goal- directed behavior. This perspective is also 
confirmed from the assessment of the Watson levels of automation in sec-
tion 5. 

In section 4 we have also shown how highest level of automation in per-
forming different cognitive tasks can have a strong impact on the inherent 
risk of a medical device. Under the European Regulation 2017/745, the legal 
qualification of AI CDSS under a certain risky-class affects the associated 
conformity assessment procedure, determining the respective degree of se-
curity and safety guarantees. In this context, the full quality assurance certi-
fication process may function as a guarantee of the system trustworthiness, 
and be considered as the effective cornerstone for the applicability of the le-
gitimate expectation principle. For these reason, we argue that, the level of 
automation should be considered as a classification criterium to determine 
the risky class of medical devices. 

Moreover, the level of automation of technological artefact, may affect how 
the decision-making process is split between human experts (e.g. physicians) 
and AI systems. This is strictly related to the allocation of task-responsibil-
ities, namely the allocation of duties pertaining to the correct performance 
of a certain task or role, and the consequent liability allocation, as shown 
through the assessment of the Watson level of automation, in section 5, and 
the failure scenarios provided in section 6. 
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